Resource Optimization of Mobile Intelligent System With Heart MPLS Network

Abstract—In this paper, we introduce the original Mobile Intelligent System (MIS) in embedded FPGA architecture. This node will allow the construction of autonomous mobile network units which can move in unknowns, inaccessible or hostile environment for human beings, in order to collect data by various sensors and transmit them by routing to a unit of distant process.

For the sake of improving the performance of transmission, we propose a global schema of QoS management using DiffServ/MPLS backbones. We provide an evaluation of several scenarios for combining QoS IP networks with MIS access network. We conclude with a study on interoperability between QoS patterns in access and backbone networks.

Index Terms—Intelligent sensors, wireless sensor network, Quality of Service, DiffServ and MPLS.

I. INTRODUCTION

Sensors become necessary elements in all systems where information resulting from the external environment is necessary to evaluate and act. To have an exact and complete knowledge about the subject requires the deployment of several sensors, and possibly, to combine all retrieved information to have a better adjustment of each parameter’s sensor.

A sensor network is composed of a large number of units called nodes. Each node is composed principally of one or several sensors, a processing unit and a module of communication, etc... These nodes communicate between each other according to the network topology and the communication, etc... These nodes communicate between one or several sensors, a processing unit and a module of units called nodes. Each node is composed principally of one or several sensors, a processing unit and a module of communication, etc... These nodes communicate between each other according to the network topology and the existence or not of an infrastructure (access points) to forward the information to a control unit outside the zone of measure. All these features enable us to imagine an adaptive complex system built around several sensors in a wireless communication system. An original system has been designed and realized named MIS (Mobile Intelligent System) project, which allows integrating three main functions: acquisition, processing and routing of information around embedded architecture like FPGA.

The introduction of QoS (Quality of Service) in our project is even more complex and more challenging because their topology and resources are dynamically evolving. The need of QoS mechanisms in these environments is crucial because of limited resources, the unpredictability of the bandwidth and the high error rate. ([1] [2]).

To provide flexible services with a guarantee of performance parameters as: delay, jitter, bandwidth rates and packet loss, the IP networks must necessarily incorporate a concept of prioritization and control admission in the network. These QoS concepts must be available in all areas and access crossed networks. A backbone network with QoS can be built on a DiffServ (Differentiated Services) architecture, which offers a differentiation and prioritization based on packets classification at the entrance of the network [1]. DiffServ architecture imposes a proper design and dimensioning of the network and an optimal configuration of the involved parameters to guarantee the QoS. End-to-end QoS management implies the presence of specific mechanisms for managing QoS at different levels (network backbone and access networks). In several cases, the bottleneck is at the level of access networks. The introduction of QoS in these access networks has become more than a necessity, typically in a mobile environment. It must be present in the ingoing and outgoing edges.

In this paper, we present the architecture of MIS and the study of some problems associated with QoS in MIS interconnected with wired QoS IP networks using DiffServ or/and MPLS.

The paper is organized as follows: The first section is reserved for a general introduction. The second section focuses on the functional architecture and the experimental MIS platform and its units;

Section 3, presents the concept of quality of service, we present then the pillars of QoS in IP networks: DiffServ and MPLS.

In Section 4, simulation and an evaluation of performances is given of some scenarios of interconnection between MIS, MPLS and DiffServ. The paper ends with a conclusion and some perspectives.

II. MIS PLATFORM

In this section, we will present the MIS project and its experimental platform system previously introduced in [3-7].

A. MIS presentation

MIS (Mobile Intelligent System) is a platform of prototyping of intelligent wireless sensors elaborated within Wireless Sensor Networks (WSN) group of the Laboratory Electronic and Communication (LEC) for topological applications of networks of communicating objects. This platform is based with various sensors (CO, resistive tape recorder...), of a routing and treatment unit, a module of wireless radio communication using standard BLUETOOTH or WIFI and a routing and treatment unit based on a microprocessor (IP software).

B. MIS applications

One of the main applications is the construction of mobile autonomous units’ network capable of moving in unknown environment, inaccessible, hostile for human
being or in risk areas (fire, radiation, earthquake...) in order to optimize the human assistance. The aim is to provide ground information to establish a strategy of evolution according to the wished purpose. For example, we can locate victims during the rescue operations. This is possible thanks to small mobiles capable of infiltrating through rubble or others explore the water funds, another application, and not the slightest, is the military exploitation. In this context, the use of sensors’ networks allows the surveillance of the perimeters, to assist air or ground attacks and to lead operations of espionage. For that purpose, no element has to be indispensable for the functioning of the network. Such an Ad hoc architecture can maintain the network in activity after the loss of one or several elements and requires a routing module.

C. MIS Architecture

The functional architecture and the experimental platform MIS, is built upon the kit of development ALTERA Cyclone (System One Programmable Chip), it is composed essentially by 4 units (figure 1) : an acquisition unit, a treatment unit, a routing unit and a radio interface unit.

The detailed architecture of the designed and produced beacon is given below (figures 2-3). It is articulated around the Nios II processor. Several interfaces are used in order to connect the peripherals to processor (SPI, UART, Bus Avalon, PIO...).

The system is also composed of different sensors allowing the data acquisition, and the generation of the numerical signals. These signals are treated by target card ALTERA cyclone. After treatment, the control signals are routed towards a central station using a routing protocol.

Implementation routing protocol on MIS, can be done in two different ways, either directly into software, or hybrid: software part is C language and material acceleration implemented using hardware description language VHDL (optimizations to be made to answer the criterion of the consumption and the speed of execution). This implementation has been finalized and has been made possible by using in addition an operating system of the μClinux type. The big advantage of μClinux regard to its competitors is the compatibility of API’s programming with the Linux standard systems. It also has all TCP/IP network functions, available on the Linux kernel and supported by the ALTERA card, Furthermore, it does not consume a lot of memory.

III. QoS OF SERVICE MECHANISMS IN MIS NETWORK

In the next subsections, we are going to describe mainly our contribution as the “Resource Optimization of Mobile Intelligent System with heart MPLS network”, subject of this paper.
selective removal of the packages in case of congestion). This solution is much less privileged than the approach of integration services (IntServ), which gives explicit reservation for each data flow. DiffServ sets three types of service classes [1]:

- EF ( Expedited Forwarding): is the class of excellence. The EF packages must be sent with a guaranteed delay, jitter and a minimum rate of loss,
- AF ( Assured Forwarding): AF four classes were defined, each of them has three subclasses. Packages are labeled AFxy where x in the interval [1,4] and y is the class number AF and in [1,3] precedence to spacing. Packets of the same class borrow the same queue to avoid inverse sequencing,
- BE ( Best Effort): no special treatment.

In general, we count 14 possible behaviours, they are graded PHBs (Per Hop Behavior). A PHB is the way in which a router will treat incoming packets (ie put in queue more treatment in the event of congestion). The PHB is derived from DSPCs coded directly in the field of IP packet TOS.

B. MPLS Protocol

MPLS is a new technology, developed and standardized by the IETF, using switching mechanisms in order to reduce the cost of routing in the network layer while giving it better performance, greater scalability and greater flexibility in the restoration services [2] [9]. This technology is easily integrated with others such as DiffServ and InterServ.

The increased flow of information passing over networks, particularly the Internet, has spawned a need for bandwidth consumption growing in recent years. This demand has encouraged the evolution of these different networks which at the same time increased the complexity of managing them.

In terms of improvements, MPLS allows better management in routing (switching) and transfer packages, through networks [8]. But that's not because MPLS is able to solve many problems outlined above by improving four major aspects [8]:

- Possibility to define in advance the path that will take data or types of data sent over the network (Traffic Engineering).
- Ease of creating tunnels and IP VPNs (Virtual Private Network) level including Internet service providers, and solving problems related to the multiplication of them.
- Independence of layers 2 and 3 protocols with a support of IPv6, IPv4 layer 3, and Ethernet, Token Ring, FDDI, ATM, Frame Relay and PPP layer 2.
- Interaction and cohabitation with existing routing protocols such as OSPF (Open Shortest Path First) and BGP (Border Gateway Protocol).

The MPLS architecture is based on switching labels mechanisms linking Layer 2 of the OSI model (switching) with the layer 3 of the OSI model (routing). Moreover, switching conducted layer 2 is independent of the technology used.

The networks now analyses IP headers to make routing decisions but MPLS based its decision on two distinct components: the control plan and data plane.

- The data plan can be used to transmit data packets based on labels, that are maintained in a database distributed on all intermediate routers.
- The control plan maintains information transmission labels to groups of switches labels.

Philips and all [10] limits the role of MPLS in the satisfaction of users requirements to differentiate and secure packets in the network.

Nagao and all [11] presents MPLS as a mechanism to administer routes by using optical networks, in order to achieve greater flexibility and change without interruption using secondary LSPs.

Haci and all [12] deals with the benefits of coupling DiffServ and MPLS to give several options for routing and increase the capacity of network resources to meet various needs of the users.

MPLS allows the network administrator to specify how to aggregate DiffServ (DiffServ Aggregates Behavior: BAs) with allocated LSPs. In fact, the question is how to allocate a set of BA to a set of LSPs. When packets arrive in the Ingress MPLS domain, the DSCP field is added to the header which corresponds to Aggregate Behavior (BA).

At each crossed node, the DSCP field will allow to select the right PHB (Per Hop Behavior), that defines the process scheduling (class of priority, WFQ.), and the probability of rejection. This mapping between MPLS classes and DiffServ PHB opens the door for interconnecting these different QoS mechanisms.

IV. Simulation

These simulations presume to test some interconnection scenarios between MIS environments and IP QoS networks (DiffServ and MPLS) to anticipate problems that may arise in order to implement the best scenario suited to the users needs.

The aim of our simulation is to compare the use of MPLS or/and DiffServ protocols based on some QoS criteria such as: bandwidth, delay, loss and Signalling.

A. Scenarios

We valued the improvement of parameters of QoS of the MIS network, in order to analyze its compatibility with mechanisms of QoS (DiffServ, MPLS) inserting the effect of MIS mobility, while adopting the different applications; tcp connected mode with an acknowledgment that requires messages of signaling, in fact the loading of the network. However, cbr, ftp or udp no connected mode with minimum of signaling [14].

In our study, and to get a clear view and to extract relevant results, we will build our simulations on different traffic scenarios (figure 4):

- In the first, we took twelve MIS (risk area) transmitters linked to two AP (Access Point), generating a stream CBR / TCP and in the other side of the backbone, two mobile receptors connected by an AP;
- The second scenario includes twelve MIS transmitters linked to two AP, generating a stream CBR / UDP and the other side of the backbone two MIS receptors connected by an AP.
- In the third scenario, we took twelve MIS generate a stream FTP / TCP and the other side of backbone two MIS receptors,
• The fourth scenario contains twenty MIS linked to both AP, half of which generate a stream CBR / TCP and the other FTP / TCP, and the other side of backbone two receiving MIS,
• The last case study is done on the same previous architecture with a change in access point with different speeds.

Figure 4. Simulation Architecture

These five scenarios were tested in different interconnection cases:
• WiFi/IP interconnection,
• WiFi/DiffServ interconnection,
• WiFi/MPLS interconnection,
• WiFi/DiffServ/MPLS interconnection.

B. Simulation Results

In this sub-section, we will present and discuss simulation results of the five scenarios described before. The scenario -1- will be presented in details; the other scenario will be presented in summary (because of the huge number of figures).

Scenario 1:

Before comparing the results of the architecture, we will start our study based architecture with MIS / IP usual. In this architecture, the number of the total package is 25711, which Signal 2064 lost 47. On observing the figure (6) the flow reached 750kbit/s in flow 11(sink 11) with delay very slow.

• MIS/DiffServ interconnection: there is a significant decrease of packets load, delay, throughput and signalling, the number of the total package is 17619, which Signal 2017 lost 126, with the fast delay in comparison with the case of MIS / IP with little change in bandwidth
• MIS/MPLS interconnection: there has been an increase in packets load accompanied with a decrease in delay, and a sharp decline in packets loss and signalling.

Figure 5. Packets load in QoS IP networks

Figure 6. Bandwidth evolution over a MIS/IP network
Figure 7. Bandwidth evolution over a MIS/DiffServ network

Figure 8. Bandwidth evolution over a MIS/MPLS network
Increasing in Bandwidth (Figure 8) compared with MIS/IP with delay (174) very slow and also increasing in the number of packets because MPLS requires the message of signalisation for across the packets.

- **MIS/DiffServ/MPLS interconnection:** In this architecture the combination of MPLS and DiffServ gives the same statistics as the DiffServ mechanism operates only.

MPLS and DiffServ are not compatible

We have the same results in the case of MIS/DiffServ; DiffServ impedes the functioning of MPLS. You must use one to improve a given criterion (delay or bandwidth).

According to the obtained results in the MIS/IP architectures (figure: 5, 6, 7, 8, 9), we can conclude in different interconnection contexts:

In case of MPLS architecture, the increase in the throughput flow comes from the reduction of signalling and loss packets to begin the transmission of data (up). In the case of DiffServ, it is an improvement of QoS with a slight impact in comparison with the MPLS architecture because of the load of memory due to the data processing in relation to the DiffServ router and also the mode of transmission TCP (connected). On this, the coupling gives us the same result in DiffServ architecture.

Depending on these results, DiffServ architecture remains the best choice in case of CBR flows in a non-connected UDP, or rather without important signalling, is the environment preferred by the DiffServ.

**Scenario 3:**
- MIS/MPLS interconnection: strong reduction package as a whole as well as in the transmission rate, with the cancellation of lost packets and decreasing in packages signaling;
- DiffServ or coupling DiffServ/MPLS: gives us no effect.

In case of FTP / TCP remains the MPLS protocol single to improve QoS in compatibility mode with the TCP connection, which requires the security of transmission by using the signalling. This criterion meets with the data transfer protocol FTP criterion.

**Scenario 4:**
- MIS/MPLS interconnection: in this case, there is a decline in the number of packets whose lost packets and an increase in the bandwidth;
- DiffServ or DiffServ/MPLS interconnection: gives us no effect.

The combination of the two types of flows FTP / TCP and CBR / TCP provides the best environment for the operation of the connected mode (TCP) MPLS and bad result in the case of DiffServ, which supports our previous interpretation.

**Scenario 5:**
• MIS/MPLS interconnection: in this case, there is a reduction in the number of packets and lost packets, and an increase in the throughput;
• DiffServ or DiffServ/MPLS interconnections: give us no effect.

The movement of stations has no effect on our scheme, because our work is the heart observation of the network operator, in which the question of compatibility arises naturally, without neglecting the effect of mobility whole.

Table 1 shows a summary of the obtained results when using different QoS architectures (DiffServ and MPLS).

<table>
<thead>
<tr>
<th>flow Type</th>
<th>Mechanism QoS</th>
<th>DiffServ</th>
<th>MPLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR/tcp</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CBR/udp</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>FTP/tcp</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>CBR &amp; FTP with random movement</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>CBR &amp; FTP with a change in access point</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

+ : increase in QoS
- : Decrease in QoS

V. CONCLUSIONS

In this paper, we have introduced the architecture of an intelligent beacon for ad-hoc wireless sensor networks named MIS (Mobile Intelligent System) and its first implementation on the platform. This beacon may acquire environmental data of the environment and detect possible defaults (great variations). When some alarm is triggered, data are sent on a wireless network such as Bluetooth Or Wifi.

In this work we have also to look for compatible mechanisms for QoS (DiffServ and MPLS) when using MIS to improve end-to-end performances. To achieve this goal, we have studied five different architectures (CBR, FTP, TCP, UDP, random movement or change access point);

According to the obtained results, we can conclude that the use of these protocols should be impacted by the application. We showed that network performances depends more on the application QoS parameters (flow, types of nodes, speed mobility, architecture and types of network layers used ...).

In the future works, we propose to study in detail the influence of these parameters on the performance of MIS, by trying to improve the performance of MPLS by using multi-path LSP routing.

The interest of such a work has a big impact for the applications related to the networks of wireless mobile sensors, in particular those dedicated to the military domain.
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