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I. INTRODUCTION

This piece of research is inspired by a strong belief that interdisciplinary combination of Neural Networks models with cognitive learning theory and neuroscience contributes innovative investigations of essential educational issues. Specifically, systematic investigational study of quantified human learning creativity phenomenon is considered as an interdisciplinary, challenging, and interesting educational issue. Moreover, human creativity phenomenon is observable while practicing interactive face to face tutoring sessions at classrooms. In other words, learning creativity phenomenon is detectable at educational field practice, during performing mutual bidirectional feedback (i.e. input stimulation/output response) between tutor and learner.

This paper adopts realistic simulation and modeling of two relatively new creativity disciplines concerned with (i.e. humans and non-humans). Accordingly, it presents an investigational comparative study of observed learning creativity phenomenon associated with both creative disciplines. They are named as: swarm intelligence and neural networks which are modeled realistically aiming to reach innovative quantitative investigational study of observed creature’s creativity phenomenon in nature. The presented creativity models in this work are tightly related with behavioral learning convergence observed by humans (i.e. neural) and Ant Colony System (i.e. non neural) [1, 2].

In the first modal, Artificial Neural Networks (ANNs) modeling discipline has been adopted for realistic modeling of quantified human learning creativity phenomenon. So, the presented ANNs models have been designed and implemented on the bases of optimal selectivity of two ANN design parameters. Namely: gain factor of Sigmoid activation function and learning rate parameter value. Furthermore, optimal choice of number of hidden neurons is necessary for enhancement of quantified learning creativity. Conclusively, presented simulation and modeling results for either learning paradigms seemed to be promising for more elaborative future, systematic and innovative applied research in evaluation and enhancement of human learning creativity phenomenon [3-6]. In the second model, ecological behavioral learning of Ant Colony System (ACS) is studied having the name: Temnothorax albipennis (formerly Leptothorax albipennis). Its individual agents (i.e. ants) adopt the natural intelligent teaching technique known as tandem running.

Briefly, the type of ACS adopting (i.e. tandem running technique) performs its behavioral learning function sequentially as follows. In case of one ant running to lead another ant while moving from the nest to food, both leader and follower (teacher and pupil) are acutely adaptive sensitively to the progress of their partner. To the best of our knowledge; agents of Leptothorax albipennis ACS perform a creative inter-communication technique among ants. Moreover, it involves teaching by interactive feedback between two ants controlling trade-off between speed and accuracy [2,7,8].

The rest of this paper is composed of five sections and are organized as follows. In the next section, a brief overview is given for the basic human learning. An example of human learning creativity is presented in the third section. In the fourth section, an example is introduced for learning creativity concerned with one type of Ant Colony System adopting learning by tandem running technique. It is named as: Temnothorax albipennis (formerly Leptothorax albipennis). The simulation results for both creature
types (human and non human) are shown in fifth section. The last section illustrates some interesting conclusive remarks and suggestions for future work. Finally, three appendices are presented at the end of this paper to illustrate the results after running a computer program, and Computer Assisted Learning Package.

II. BASIC HUMAN LEARNING MODEL

From neuro-physiological point of view, practical performance of learning process utilizes two essential cognitive brain functions. Both of these functions are needed for efficiently performing learning/tutoring interactive process in accordance with behaviourism [9-11] as follows. Firstly, pattern classification/recognition creativity function based on visual/audible interactive neuronal signals via sensory organs (eyes/ears). Consider the ANN\textsuperscript{2} modeling which recognizes brain function performed originally via neuronal signal’s perception. Essentially, this function needs a supervisor’s intervention to reach learning completion (convergence). So it is modelled by adopting principle of learning (under supervision) paradigm [12]. Secondly, associative memory brain function, which is based on Hebbian learning rule and motivated originally by classical conditioning (Pavlovian) learning. It belongs to the principle of learning without a teacher (unsupervised) [13]. In other words, in the context of educational practice, learning processes performed either by interaction with a teacher (face to face learning) or via computer aided learning software.

Figure 1 illustrates the teaching model in performing realistic simulation of the two mentioned brain functions. Inputs to the adopted learning creativity model in Figure 1 are provided by environmental stimuli (unsupervised learning). The correction signal for the case of learning with a teacher is given by responses outputs of the model and will be evaluated either by the environmental conditions (unsupervised learning) or by the teacher. Finally, the tutor plays a role in improving the input data (stimulating learning pattern) by reducing noise and redundancy of model pattern input. It is according to tutor’s experience to provide the model with clear data by maximizing its signal to noise ratio. However, our case is based on unsupervised Hebbian rule, which is originated from self-organized (autonomous) learning, [13].

III. EXAMPLE OF HUMAN LEARNING CREATIVITY

Human learning creativity issue essentially associated with educational performance assessment considers the learning and memory brain functions. Consequently, the presented example in this section is motivated by cognitive theory as an optimal approach for improving teaching/learning performance of a mathematical topic of children at the fifth grade (in elementary schools). The optimal cognitive approach is supported by National Institutes of Health (NIH) in U.S.A. by considering children at the fifth grade class level. They are about 11 years old at the age of elementary schools' at which children may be qualified to learn "basic building blocks" of cognition [14]. Moreover, a new research which shows the prefrontal cortex handles the work of associating numerals with matching quantities [15]. Both of these research activities have motivated our approach for modelling mathematical creativity using ANNs.

This paper aims to discovery of children creativity in mathematics (of about 11 years age) and for that, a specific mathematical topic is suggested which depends on algorithmic solution of long division problems following the sequential mathematical steps: Divide, Multiply, Subtract, Bring Down, and repeat if necessary (See algorithm presented in APPENDIX I). Accordingly, the given example adopts creativity assessment issues and is concerned with cognitive multimedia theory application at educational field practice (classrooms) [16-19]. Based on this theory; visual and auditory material should be presented simultaneously to reinforce retention of a learnt mathematical topic [18-20]. A sample of the print screen of designed package is given in APPENDIX II which presents discovery of mathematical creativity.

IV. AN EXAMPLE OF ACS CREATIVITY

A. Tandem running technique

Referring to Figure 2, it illustrates schematically the learning paradigm inspired from tandem running technique and is adopted by an ACS of type namely: Temnothorax albipennis (formerly Leptothorax albipennis). This technique involves interactive bidirectional feedback between teacher and pupil corresponding to leader and follower ants respectively. Furthermore, in this figure, depicted block named as (Follower/Leader) suggests that tandem follows after learning their lessons so well, that they can become tandem leaders.

In co-operative learning context, the previous type of ACS behavioral learning performance [21, 22] is analog and can be observed in classrooms; if one agent (student) behaves independently from other agent’s achievements [23]. So, it is described as teacher-centered providing Individual learning which implies that leader ant (teacher) can transfer knowledge and cognitive skill to the learner (another ant) [23, 24]. Accordingly, via that teacher-
centered type of learning, the teacher provides the major source of information and feedback [25]. Conclusively, ANN models based on supervised learning paradigm are relevant for realistic simulation of cooperative teacher-centered learning performance [23, 24].

B. Solution of Travelling Salesman Problem by ACS Algorithms

Another type of ACS which is capable to converge the optimal solution of Traveling Salesman Problem (TSP) is by adopting an autocatalytic ACS algorithm. Moreover, the optimal solutions of TSP are obtained by various speeds in accordance with inter-communication levels among ACS agents [26, 27]. Referring to Figure 3, qualitative performance of autocatalytic ACS algorithm is illustrated for different inter-communication levels among ants. The dashed curve denotes qualitatively lower inter-communication level than the continuous one. Moreover, convergence to optimal TSP solution can easily be reached by increasing the computer CPU time [28]. Realistically, this time corresponds to stored experience among ACS agents which may result in optimal spontaneous response to solve TSP. By following another ANT-density algorithm, the same ACS type is capable of solving TSP optimally. The simulation results of its application are illustrated at Figure 4. Referring to [29], it shows that efficiency per ant (required to reach optimal TSP solution) is well improved as number of ants increase. Furthermore, it is observed that number of trials increase at Thorndike’s psycho-learning experimental model and is analogous to different inter-communication levels among ants. The observed error vector $\overline{e}(n)$ at any time step $n$ during the learning processes is given by:

$$\overline{e}(n) = \overline{y}(n) - \overline{d}(n)$$

(1)

Where $\overline{y}(n)$ is the output signal of the model and $\overline{d}(n)$ is the numeric value(s) of the desired/objective parameter of learning process. Referring to figure 4, the following equations are considered:

$$V_i(n) = X_i(n) \cdot W_{i'}(n)$$

(2)

$$y_i(n) = \phi(V_i(n)) = \left(1 - e^{-i(n)}\right)\left(1 + e^{-i(n)}\right)$$

(3)

$$e_i(n) = \left|d_i(n) - y_i(n)\right|$$

(4)

$$W_{i'}(n + 1) = W_{i'}(n) + \Delta W_{i'}(n)$$

(5)

Where $X$ is input vector, $W$ is the synaptic weight vector, and $\phi()$ is an activation (odd sigmoid) function associated to the k$^\text{th}$ neuron. It is characterized by its argument $V_i(n)$, gain factor $\lambda$, and the developed output at the n$^\text{th}$ learning instant $y_i(n)$ is given by equation (3). Furthermore, by comparing the pre-assumed desired output $d_i$, with the actual developed output $y_i$, the error value $e_i$ is obtained by equation (4). It is noticed that $\Delta W_{i'}(n)$ represents the dynamical change at the n$^\text{th}$ learning instant of synaptic weight vector value connecting the k$^\text{th}$ and l$^\text{th}$ neurons. Moreover, it is worthy to note that the equations (2-5) are commonly valid for two diverse ANN learning paradigms namely; supervised (interactive learning with a tutor), and unsupervised (learning through students’ self-study). Specifically, in this work supervised (interactive) learning paradigm is considered. So, dynamical changes of weight vector value (connecting the k$^\text{th}$ and l$^\text{th}$ neurons) for supervised learning process is given by following equation:

$$\Delta W_{i'}(n) = \eta e_i \cdot X(n)$$

(6)

Where $\eta$ is the learning rate value while performing the learning process.
V. SIMULATION RESULTS OF HUMAN & ACS QUANTIFIED CREATIVITY MODELS

Referring to some published study concerned with creativity in mathematics education [32] and to recently published work [33] which deals with the study of early discovery of mathematical learning creativity. The analysis and evaluation of convergence time is presented using ANN modeling. Additionally, it has been declared that application of improved educational technology methodologies implies virtual enhancement of learning creativity after the increase of learning rate values [6]. Obviously, the enhancement of learning creativity results in better learning performance quality indicated by minimizing the learning convergence (response) time (fig. 5 and 6) and as well minimizing error values (fig. 7). The flowchart is given in APPENDIX III which describes simulation algorithm. The running time of this program results in three set of curves as shown in fig. 5, 6 and 7.

In agreement with all of the above set of curves shown in three figures (fig. 6, 7, and 8), they are all with close similarity to exponentially decayed performance curves. A normalized abstract set of decayed exponential curves are given in figure 7 and is followed by the mathematical formula in which \( \eta_i \) is defined as learning rate factor. The set of various learning rate factor values are denoted by \( \eta_i \). These factor values are mathematically presented after normalization of different learning performance curves (at Figure 9) as follows:

\[
y(n) = e^{-\eta(n-1)}
\]  

Where \( n \) is the number of training cycles. Referring to figures 7 and 8, the effect of gain factor as well as learning rate changes on co-operative learning performance is introduced. It is interesting to note that analysis of introduced effect is supported well by the exponentially decayed graphs described by equation (7) and illustrated set of curves at Figure 8.

VI. CONCLUSION AND DISCUSSION

Five conclusive remarks can be made: Quantitative evaluation of learning creativity is well promising to improve learning performance quality as measured after investigational analysis of obtained educational field results [6]. Early discovery of children mathematical creativity could be attained via presented assessments of children response time after solving long division problem [32-33, 19]. A simplified macro level flowchart describes the basic algorithmic steps considered is presented at APPENDIX I for solving suggested Long Division problem. Furthermore, samples of output print screen are shown in APPENDIX II.

The presented comparison study of two learning creativity models associated with human and non-human creatures has revealed their mutual analogy between each other. Both obey exponentially decayed learning curves; following least mean square (LMS) error algorithm [12] that is described by equation (7) and illustrated by the set of curves in Figure 9.

Increasing number of cognitive sensory neurons (hidden neurons) participating in tutoring processes results in better development of learning creativity and more additive value for educational performance quality. This remark is well supported by obtained results shown in figures (6, 7, and 8) and by referring APPENDIX III.

The stored experience during Hebbian process as well as computational intelligence process of ACS; both are analogues to computer CPU time (while running simulation programs) in order to develop error minimization for reaching desired output (optimal solution).
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Finally, presented analysis and evaluation are based on suggested ANNs modelling shed light on promising future extension enhancement of learning performance quality by considering interestingly revealed resemblance of quantified learning creativity phenomenon associated with both (human and non-human) creature’s types. Additionally, as a consequence of all the remarks, it is worthy to recommend realistic implementation of ANNs models for solving more complex educational phenomena issues related to cognitive styles such as early discovery of learning creativity, quality assurance of learning performance, evaluation of students’ diversity learning styles, cooperative learning modeling, Learning under noisy data environment, learning disabilities, etc. [34,35]
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APPENDIX I
The figure shown below illustrates a simplified macro level flowchart which describes briefly basic algorithmic steps considered by suggested Computer Assisted Learning package. It is designed to perform fairly unbiased assessment process of learning a mathematical topic. After the running of the program, children time response (scores) are obtained, (samples of print screens is shown at APPENDIX II). These samples are obtained in accordance with steps of long division process: Divide, Multiply, Subtract, Bring Down, and repeat (if necessary) as given in reference [32].

Figure 1.
APPENDIX II

Three Print Screen samples are shown in Figures (A, B, and C) to illustrate three different output phases of mathematical creativity assessment package.

![Print Screen Sample A](image)

![Print Screen Sample B](image)

![Print Screen Sample C](image)

Figure 2. A) Basic print screen sample for initial mathematical Long Division process. B) For fairly solving of Long Division problem (detected no mistake). C) A print screen for fairly assessment processes results with two mistakes.

APPENDIX III

The shown simplified macro-level flowchart in below briefly describes algorithmic steps for realistic simulation learning program using Artificial Neural Networks. The results are shown in three figures (6, 7, and 8) after running the program.
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