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Abstract—Intelligent vehicle driving performance is safe and stable, which 
can significantly improve the efficiency of road traffic and reduce energy con-
sumption, and intelligent vehicle is also the development direction of modern 
transport. Its core technology is intelligent environment perception module, by 
using a variety of sensors on the car in which the surrounding environment for 
data collection, processing module to provide effective control for the basis. In 
this paper, a new SINS / CNS / GPS integrated navigation observation equation 
is proposed, and a new federated data fusion structure is designed for the inte-
grated navigation system. The particle filter is used to fuse the multi-source data 
of the federated filter subsystem, thus eliminating the limitations of the classical 
Kalman filter. The traditional Kalman filter structure and the federal particle fil-
ter mechanism are designed. The comparison shows that the proposed algorithm 
is effective in the information fusion of the integrated navigation system, and 
the filtering effect is superior to the traditional filtering method. 

Keywords—particle filter; information fusion; intelligent vehicle; navigation 

1 Introduction 

With the progress of society, the car has become an essential travel means of 
transport, vehicle congestion, traffic accidents and other issues are increasingly ap-
parent. The rapid growth in the number of cars is caused by the low efficiency of 
public transport which leads to frequent traffic accidents. The establishment of a 
modern intelligent transportation system will be mentioned on the agenda. Intelligent 
Vehicles, as an important part of Intelligent Transportation Systems, is also the main 
body of the system, which not only improves driving safety and road traffic efficien-
cy, but also reduces energy consumption [1-3]. Due to many advantages, the technol-
ogy research has been increasingly concerned about the relevant institutions at home 
and abroad. Intelligent transportation system can effectively relieve traffic pressure, 
rational allocation of public transport resources and road resources. Based on machine 
sensing technology and control technology, the driving system uses information 
transmission technology and computer vision technology helps to monitor the road 
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environment, road signs, traffic signs, other vehicles, pedestrians and traffic accidents, 
so as to ensure the safe driving of intelligent vehicles in various road conditions [4]. 
And it can be some of the abnormal conditions for timely processing. In the past 10 
years, the relevant technology has made great progress, and some countries have suc-
cessfully developed a number of vision-based road identification or tracking system. 
Among them, representative systems include LOIS system, GOLD system, RALPH 
system, SCARF system and ALVINN system. From the application of these advanced 
technology can be seen, perception of external environment module is the core tech-
nology of intelligent vehicles [5]. Each navigation system has its own performance 
and scope of application have some limitations; it is difficult to fully meet the un-
manned navigation requirements, in order to improve the navigation system accuracy 
and reliability requirements by using two methods. 1) To improve the accuracy of the 
device itself. 2) The best combination of navigation devices. The most commonly 
used vehicle navigation system is inertial navigation system (INS), global positioning 
system (GPS), astronomical navigation system (CNS), taking into account the ad-
vantages and disadvantages of the three navigation methods, there are a lot of litera-
ture which will be a combination of the three to study.  

At present, Kalman filter is the most widely used multi-sensor information fusion 
technology which is the general use of distributed or federated filter structure. How-
ever, the classical Kalman filter algorithm used by the data processing of the federat-
ed filtering subsystem does not achieve the desired effect when dealing with non-
Gaussian, nonlinear states and parameter estimates, since the Kalman filter is used to 
obtain the optimal estimation result. 1) The statistical characteristics of the external 
jamming noise are subject to the Gaussian distribution. 2) The statistical characteris-
tics of the external jamming noise are subject to the Gaussian distribution [6, 7]. Al-
most all systems in the real world have non-linear, non-Gaussian features, it is diffi-
cult to meet the classic Kalman filter use conditions. Extended Kalman filter is usual-
ly used when the state equation or the measurement equation is nonlinear. EKF ap-
plies the Taylor expansion of the nonlinear function to the first order linearization, 
ignoring the other higher order terms, so that the nonlinear problem is transformed 
into linear, and the Kalman linear filtering algorithm can be applied to the nonlinear 
system. This solves the problem of system nonlinearity. EKF has been widely used by 
non-linear state estimation systems and has been widely used by people. However, 
this method also brings two shortcomings [8-10]. One is that when strong nonlineari-
ty, EKF violates local linear assumption, Taylor expansion EKF algorithm may make 
the filter divergence. In addition, because EKF linearization process requires Jacobi-
an matrix, its cumbersome calculation process leads to the realization of the method 
which is relative to the EKF algorithm. Therefore, EKF is the suboptimal filter under 
the minimum variance criterion. 

The recently studied particle filter algorithm uses a series of weighted random par-
ticles sampling to approximate the posterior probability density function, which is a 
Bayesian estimation method based on Monte Carlo [11]. Therefore, it is independent 
of the system model, The limitation of linearization or Gaussian noise is not only 
possible to solve the error which is caused by linearization of EKF, but also it can 
avoid errors which is caused by UKF due to non-Gaussian PDF and measurement 
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model in any environment. In this paper, a new type of fault-tolerant information 
fusion algorithm is named federated particle filter, which can deal with non-Gaussian 
and nonlinear systems is adopted [12]. The algorithm uses particle filtering to deal 
with the multi-source data of the federated filtering subsystem. 

2 Material and methods  

2.1 Establishment of Integrated Navigation Model 

In order to accurately plan the navigation path of the unmanned system, the state of 
the system needs to be accurately described [13]. Here, the state variable is selected as 
the attitude error, the velocity error and the position error of the platform. The state 
equation is as follow.  

 !X t( ) = F t( ) X t( )+G t( )w t( )  (1) 

And ( ) Tt [ ]E N U E N Uv v v L h! ! ! "# # # # # #X =  is used as state variables, 
E, N, U represent geographic coordinate system in the east, north, day three direc-

tions, E N U! ! !  is used for the platform error angle, E N Uv v v! ! ! means the speed 
error, L h!" " "  represents position error. 

The equations (2) to (4) are the attitude error equations of the platform. 
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And N U&E! ! !  respectively, IMU system mathematical platform along the east, 

north, day to the attitude error angle,! !  and !E N Uv v v  is the carrier of the east, north, 
days to the speed error, ! ! ,!L h!!  is the carrier geography error. 

The equations (5) ~ (7) for the system speed error equation is shown as follow. 
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In the equations (5) to (7), the components E Nf f  and Uf are in the east, 

north, and earth directions, and ybx b bzand! ! !
 means the accelerometer on 

the carrier axis drifts randomly [14, 15]. The acceleration ax ay az! ! !
 is the 

acceleration on the carrier x, y and z White noise. 
The equations (8) to (10) are the system position error equations. 
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 Uvh !! =!  (10) 

In the formulas (8) to (10), the latitude error is !L , !! is a longitude error and !h  
is used as a height error [16]. 
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The equation (1) is discredited to the given formula (11) 

 , 1 1 1 1k k k k k k! ! ! != +X X W"" ##  (11) 

kX is n-D State vector at time K, , 1k k!"" is step-state transition matrix (N ! n order) 

between time k-1to time k, 1k!W  is the system noise (r dimension) at time k-1, 1k!""  is 
the system noise matrix (   N r! order). 

2.2 Integrated Navigation Model Measurement Equation 

INS / CNS / GPS integrated navigation system has two sets of observations, name-
ly INS / CNS combined navigation observation and INS / GPS integrated navigation 
observation. 

1) INS / CNS integrated navigation algorithm, through the navigation solution, INS 

outputs attitude quaternion
ˆ b
nQ . Star sensor provides the corresponding attitude quater-

nion. 
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!means the quaternion product operation, n is the navigation coordinate system, 
'n , ''n indicates the actual geographic coordinate system. 

The attitude quaternary of the carrier of the star sensor
I
bQ  is relative to the equato-

rial inertial coordinate system. The attitude quaternion of the equatorial inertial coor-

dinate system
i
IQ  relative to the inertia coordinate system of the launching point, the 

position of the inertial coordinate system of the launching point relative to the earth 

coordinate system
e
iQ  is determined by the geostationary angular rate stored by the 

navigation computer. The position of the earth coordinate system relative to the navi-

gation coordinate system
n
eQ  is determined by the position information of the output 

[17, 18]. The flexural error quasi-quaternion
''n
nQ  between the earth coordinate system 

and the navigation coordinate system caused by the positioning error of strap down 

inertial navigation, the attitude quaternion '
n
nQ  corresponding to the error angle error 

of the mathematical platform of INS, Small. 

 

T

' 1, , ,
2 2 2

n N UE
nQ

! !!" #= $ $ $% &' (   (13) 

92 http://www.i-joe.org



Paper—Application of Multi-sensor Information Fusion Based on Improved Particle Swarm Optimiza… 

T

1,
2
v! "

# $% & is used for the star sensor observation error corresponding to the attitude qua-
ternion. 

Based on the above parameters can be obtained measurement equation.   
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2) In the INS / GPS integrated navigation algorithm, we select the speed and posi-

tion given by the inertial navigation system, and the velocity and position difference 
given by the GPS are measured. 
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Ev , Nv  the GPS receiver along the east and north direction of the speed error, 
EN , NN  the GPS receiver along the east and north direction of the position 

ror,! means attitude, L is Latitude, MR  is the radius of curvature of the meridian 

circle, NR  is the radius of curvature of the system. 
According to 'Z , we can obtain INS / GPS measurement equation. 

 ( )2 G GZ H X k v= +
 (16) 

And ( )4 3 4 24 4
0 1,1, , cos 0G M NH diag R R L! !!
" #= $ %  is the observation matrix, 

Gv  is the measurement noise. 

2.3 Combined positioning path planning 

In order to compare the filtering effect with the common Kalman filter, this paper 
designs the Kalman filter structure and the structure of the federal particle filter. 

Kalman filter. Kalman filter basic equation gives state one - step prediction equa-
tion. 
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 , 1 , 1 1
ˆ ˆ
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We can get one step prediction of mean square error equation. 
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Filter gain equation is here. 
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State estimation equation is expressed as follows.  

 
]ˆ[ˆˆ
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  (20) 

Estimation of Mean Square Error Equation is given here. 

 1,][ !!= kkkkk PHKIP
 (21) 

The equations (17) to (21) are the basic equations of Kalman filter for stochastic 
linear discrete systems.    

Figure 1 describes the above discrete Kalman filter algorithm, we can see from the 
figure Kalman filter which has two calculation loops [19, 20]. Among them, the gain 
calculation circuit is an independent calculation circuit, and the filter calculation cir-
cuit depends on the gain calculation circuit. 

INS/CNS/GPS integrated navigation system block diagram is shown in Figure 2. 
Path planning of federated particle swarm optimization algorithm. Particle 

Swarm Optimization is a non-parametric Monte Carlo simulation method which helps 
to implement recursive Bayesian filtering. It can also be applied to any nonlinear 
system which can be described by the state space model. The precision can be approx-
imated to the optimal estimate. Figure 3 is a schematic diagram of a particle swarm 
filter algorithm that describes the three steps of time update, observation update, and 
re-sampling contained in a particle swarm filter algorithm. The prior probability of 
time is approximated by the particle with the weight value. During the time 1k !  up-

dating process, the state of each particle N  is predicted by the system state transition 

equation
( )
1
i
kx ! . After observing the value, update the particle weights is !wk

(i ) . The re-
sampling process discards smaller particles and replaces them with larger weights, 
and the weights of the particles are reset to1/ N . 
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Fig. 1.  Flow chart of discrete Kalman filter algorithm 
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Fig. 2. INS / CNS / GPS integrated navigation system Kalman filter structure 
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Fig. 3. Schematic diagram of particle filter group algorithm 

Standard flow of particle swarm filter algorithm is show as follows. 
(1) Particle swarm initialization is 0k = . 

For 1,2, ,i N= ! , the sample
( )
0 1{ }i N

ix =  is generated by a priori sampling 0( )p x . 
(2) For 1,2,k = ! , the loop performs the following steps. 
(3) Importance sampling. For 1,2, ,i N= ! , the importance of probability density 

generated in the sampling of particles{ !xk
(i )}i=1

N , calculate the weight of the parti-

cle !wk
(i ) , and normalization; 

(4) Re-sampling. The particle group{ !xk
(i ) , !wk

(i )}  is used to re-sampling after the par-
ticle group{xk

(i ) ,1/ N} . 

(5) Output. Calculate the time estimate of the time is x̂k = !xk
(i ) !wk

(i )

i=1

N

! . 

The problem of weight degradation in particle swarm optimization is unavoidable. 
Although the re-sampling method can alleviate the weight degradation phenomenon 
to a certain extent, the re-sampling method can also cause some other problems. Re-
sampling needs to be integrated with all the particles to achieve, limiting the parallel 
computation of particle swarm optimization. In addition, according to the principle of 
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re-sampling, the larger weight of the particles will be more of the selected copy [21]. 
After a number of iterations, it will inevitably lead to the same particles more and 
more, the lack of diversity of particles, particle degradation may occur, So that the 
state estimation produces a large deviation. In order to solve the problem of high-
dimensional non-Gaussian, nonlinear system's state and parameter estimation, particle 
filter is introduced into the federated filter, and the federated particle filter algorithm 
is obtained [22]. Its structure is shown in Figure 4. 

Reference 
system

Subsystem 1

Subsystem 2

Subsystem N

Main filter

Particle filter1

Particle filter2

Particle filter N

Z1

Z2

Zn

ˆ ˆ,g gX P

 
Fig. 4. Federal particle swarm filter structure 

Figure 4 in the public reference system, its output on the one hand directly to the 
main filter, on the other hand output to the sub-filter as a measurement value. The 

sub-filter is used to calculate the n-group local optimal estimate ( )ˆ ˆ, 1,2,i iX P i n= !  of 
the system by the particle filter according to the state equation and the measurement 

equation. Then, the n-group local optimal estimate
ˆ ˆ,g gX P  is sent to the main filter for 

global optimal information fusion. Finally, after each filtering phase is completed, the 

global filters will feedback the results
ˆ ˆ,g gX P  to each sub-filter and the main filter 

according to the principle of "information conservation". 

2.4 Particle fitness function 

In this paper, based on the path length as the fitness function, the safety and 
smoothness are added, and all the parameters are weighted average to meet the re-
quirements of unmanned system path planning in complex environment. 

1) The planned path is as short as possible and the length of the path can be ex-
pressed by follows. 
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And 1f represents the sum of the straight-line distances between all adjacent verti-

ces in a particle, ( , )i ix y represents the current coordinates of the particle, 

and 1 1( , )i ix y+ +  is representing the coordinates of the particle next position. 
2) The introduction of the penalty functions helps to improve the safety of the path. 

When the robot collides with the obstacle, a penalty function is introduced on the path 
length of the unmanned system. The more the obstacle is, the greater the penalty is 
imposed, and the smaller the probability of the path is generated. The penalty function 
is expressed as follows. 

 
2

1

N

k
f M

=

=!
 (23) 

Where N is the sum of the number of obstacles on the straight path from the start-
ing point to the end point, and M represents a given constant term. 

3) Introduce path smoothness. Unmanned system in the course of the process of 
walking diagonal route can shorten the length of the path to save time, but change the 
direction of motion of unmanned systems which will be time-consuming, in order to 
make the system to complete the task of the shortest time; this paper introduces the 
path smoothness Formula. 

 
1 2

3 4 2
n r n rf ! !

= +
 (24) 

1n means the number of times the robot which is rotated by 45 ° in the diagonal 

path of the particle, 2n  is expressed as the number of times the robot which is rotated 
by 90 ° in the right-angled path, and r is the radius of the robot. The comprehensive 
fitness function is 1 2 3f f f . 

 1 2 3+F f f f! " #= $ $ + $   (25) 

In the formula, the weighting factor for each function is  of which any 
real number greater than or equal to zero. By adjusting , you can adjust 

1 2 3f f f by the proportion of the fitness function. When 1! = , 0! = , 0! = , it 
is converted to a conventional mathematical model with only the path length as a 

fitness function [23]. In the formula 2f !  and 3f as a penalty judgment function and 
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smoothness correction function, the value is generally less than the order of magni-
tude. 

 1 2 3+F f f f! " #= $ $ + $   (26) 

3 Discussions and results 

3.1 Discussions 

In a complex road environment, a single sensor has its limitations. We just install a 
single sensor which is difficult to provide a comprehensive description of the road 
environment, so the design of intelligent vehicles must be equipped with a variety of 
sensors. Such as the night when the infrared sensor is essential, radar detection of the 
surrounding obstacles near the machine vision in addition to daily applications and 
other sensors can be combined with the intelligent vehicle driving safety which can be 
more reliable. With the development of computer information technology, communi-
cation technology, control technology and electronic technology, the application of 
multi-sensor information fusion technology in intelligent vehicle technology research 
has made many exciting achievements, such as automotive systems interconnection 
technology, the European Peugeot system, the US IVHS system. Tsai-Hong Hong and 
other use of laser sensors to collect images to obtain the distance information in front 
of the vehicle, in the normal road environment, the use of color cameras and laser 
sensors to jointly understand the road surface and locate the road boundary. These 
technologies have been continually improved and are believed to have revolutionized 
the automotive industry in the near future. 

On the two-dimensional plane, the working environment of the unmanned system 
is modeled by the improved raster method. The effectiveness of environmental mod-
eling is critical to the efficient planning and obstacle avoidance of unmanned systems. 
The advantages of raster methods are the ease of modeling and the ability to use mul-
tiple grids to represent multiple obstacles. Reducing the damage caused by obstacle 
modeling in the feasible area is necessary. In order to ensure that the unmanned sys-
tem can move without collision in the environmental model, the model is simplified 
to a small particle size, and the actual size of the unmanned system is converted into 
the area of the obstacle. In this paper, the boundary of the obstacle is expanded out-
ward according to the actual size of the unmanned system. If there is an obstacle in a 
grid, the black raster is defined as a barrier grid, which is expressed as 1; otherwise, 
the white is a free raster, which is expressed as 0. The use of multiple grids to repre-
sent different shapes of obstacles, the free grid is merged into the reach of the un-
manned system area. 

In this paper, when the space is modeled, the obstacle in the space is treated as fol-
lows. The actual obstacle is shown in Figure 5 (a), and the obstruction after treatment 
is shown in Figure 5 (b). 

iJOE ‒ Vol. 13, No. 8, 2017 99



Paper—Application of Multi-sensor Information Fusion Based on Improved Particle Swarm Optimiza… 

 
(a) The shape of the obstacle after treatment       (b) The shape of the obstruction after treatment 

Fig. 5. Obstacle shape treatment 

1. When a grid is less than a grid. 
2. The empty part of the obstacle and the obstacle is shown as a whole obstacle, to 

avoid the emergence of local dead zone. 
3. Treat the border of the map as an obstacle. 

In the established spatial model, the particle swarm optimization algorithm is used 
to find an optimal path. Each particle in the particle swarm algorithm has a solution, 
that is, a path, particle swarm algorithm from a large number of solutions is used to 
find an optimal solution and form the optimal path. 

When planning a path, it is necessary to determine the best path based on the effec-
tive particle to determine the effectiveness of the particle. The validity of a particle 
means that the rectangular area between any two adjacent elements in the particle can 
be freely connected and there is no obstacle in the middle. That is, the particles satis-
fying the constraints and passing the grids as free grids are valid particles, as long as 
any two adjacent elements in the particle are not free to connect or the path in the 
same row (same column) in the grid. The particles are invalid. Figure 6 is an effective 
path in the path planning process. 

( )1P k +

( )P k

 

( )1P k +

( )P k

( )1P k +

( )P k
 

Fig. 6. Effective path graph 
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3.2 Results and analysis 

In this paper, the simulation software Matlab is used to simulate the computer. The 
simulation parameters are as follows, population size is the number of particles M = 
100, the maximum particle velocity maxv = 20, the maximum number max 500k = of 

iterations is the acceleration factor 1 2 4c c= =  of algorithm, the maximum inertia 

weight is max 0.85w = , the minimum inertia weight is min 0.3w = , and the fixed 

inertia weight is 0.75w = . 
The Kalman filter algorithm and the federated particle swarm algorithm are simu-

lated by using the grid model. The simulation results in the complex obstacle envi-
ronment model are shown in Figure 7 and Figure 8. 

From the simulation results can be seen, the unmanned system from the starting 
point "S" to the end of the "T", the two algorithms can achieve the ability to find and 
avoid obstacles. However, Kalman filter algorithm unmanned system path planning is 
easy to fall into the local optimal, too much in the obstacle avoidance to consider the 
impact of obstacles, while ignoring the real-time, and the federal particle swarm filter 
unmanned system path planning can jump out of the local best. In this paper, consid-
ering the influence of the edge of the obstacle, the safety and smoothness of the path 
length are introduced, and the simulation is 80 times. The experimental record is 
shown in Table 1. 

S

T
 

Fig. 7. Kalman filter algorithm in complex environment Unmanned system path planning 
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S

T  
Fig. 8. Agile Particle Swarm Optimization Algorithm for Unmanned Systems in Complex 

Environment 

Table 1.  Comparison of simulation results 

Algorithm 
Path length Simulation time 

Optimal path Mean Variance Mean Variance 
Kalman filter algorithm 35.71 42.39 128.514 0.28 4.87e-3 
Federal Particle Swarm 
Optimization 25.36 33.43 113.067 0.21 2.52e-3 

 
It can be seen from Table 1 that the optimal path of the federated particle swarm 

algorithm is the shortest. Due to the introduction of the fitness function, the conver-
gence speed of the federated particle swarm algorithm is larger than that of the Kal-
man filter in the robot path planning application, and the optimal path is shorter and 
the running time is also shorter. The federated particle swarm algorithm is superior to 
the Kalman filter algorithm regardless of the optimal path length or running time. 

4 Conclusions 

In the intelligent vehicle environment perception module technology research, the 
sensor is the key of intelligent vehicle control system. How to make the sensor tech-
nology better applied to the automotive industry up, the future will become a sensor 
technology research in the field of development. The integration of various types of 
sensor technology to provide intelligent vehicles with more reliable and reliable road 
environment information, the development of intelligent automotive technology is 
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essential. Due to the actual application of the information obtained by the environ-
ment is mostly uncertain information, sensor feedback information fusion to restore 
the real road conditions there are still great difficulties. 

Multi-sensor information fusion Federal particle swarm filter as the realization of 
unmanned system path planning is based on parallel filtering technology and infor-
mation sharing principle, so it has the advantages of good real-time, fault-tolerant and 
high precision. In this paper, a highly potential nonlinear filtering algorithm which is 
a particle swarm filter is introduced into the federated filtering structure, and it ex-
tends the federated filtering to solve the system state, parameter estimation and path 
planning in nonlinear complex environments. In the field, computer simulation proves 
that this method can not only find the optimal path, but also the algorithm is easy to 
implement and it can get better results than the traditional Kalman filter algorithm. 
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