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Abstract—The new students struggle to understand the introductory pro-
gramming courses, due to its intricate nature, which results in higher dropout and 
increased failure rates. Despite implementing productive methodologies, the in-
structor struggles to identify the students with distinctive levels of skills. The 
modern institutes are looking for technology-equipped practices to classify the 
students and prepare personalized consultation procedures for each class. This 
paper applies decision tree-based machine learning classifiers to develop a pre-
diction model competent to forecast the outcome of the introductory program-
ming students at an early stage of the semester. The model is then transformed 
into an adaptive consultation framework which generates three types of colored 
signals; red, yellow, and green which illustrates whether the student is performing 
low, average, or high respectively. This provides an opportunity for the instructor 
to set precautionary measures for low performing students and set complicated 
tasks that help the highly skilled students to improve their skills further. The ex-
periments compare a set of decision tree-based classifiers and conclude J48 as an 
efficient model in classifying students in all classes with high accuracy, sensitiv-
ity, and F-measure. Even though the aim of the research is to focus on introduc-
tory programming courses, however, the framework is flexible and can be imple-
mented in other courses.  

Keywords—student performance prediction, data mining, machine learning, 
decision tree, introductory programming 

1 Introduction 

Introductory programming courses form the basis for the students in computer sci-
ence major. The main objective of these courses is to empower the students with the 
fundamental skills required to develop computer programs that can solve real-world 
problems. These courses are positioned at the early stages of the study plan and thus 
appear a nightmare for the students. Programming requires realistically particular skills 
that students may struggle to obtain with the traditional learning methods. Conse-
quently, novice programming students face diverse types of complexities which result 
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in high dropout and failure rates [1, 2]. In this context, the instructors may not be able 
to achieve the prime objectives of the course with the implementation of traditional 
teaching methodologies and may face various challenges related to the course’s nature, 
the students’ characteristics, and the adopted teaching methods [3]. 

The students often struggle with introductory programming courses, therefore, the 
instructor implements constructive teaching methods throughout the semester[4]. These 
methods may appear beneficial for the weak students, however, the students with ex-
ceptional programming skills have to slow their pace and go along with the instructor. 
Therefore, a major problem the instructor faces is to label the students in accordance 
with their learning pace. Once classified, the instructor can prepare procedures to sup-
port the slow learners so their risk of failing the course minimize. Similarly, the instruc-
tor can further augment the capabilities of fast learners with supplementary material. 
This classification of students is helpful not only for the students but also for the in-
structor.  

Numerous studies have been conducted to support introductory programming 
courses. Several studies aim to investigate the diverse range of mistakes the students 
make[5], and their behavior towards the error messages[6]. Several researchers have 
implemented application software  in which the students evaluate their own problem 
solving skills by interacting with a graphical interface[7]. One of the prime objectives 
of the existing studies is to identify the student’s features which affect their learning 
[8]. For instance, several studies found that mathematical ability and exposure to math-
ematics courses are important predictors of the performance of introductory program-
ming courses[9, 10]. Numerous authors apply machine learning classifiers to automat-
ically identify the students at risk of failures, for instance, Liao et al. [11], use support 
vector machines to automatically identify students at risk of failure based on data col-
lected from instructors when they make use of the Peer Instruction, an active-learning 
methodology, pedagogy. Quille et al. [12] propose a prediction model to predict student 
success early in an introductory programming module. Similarly, several types of re-
search make use of students academic, demographic, and social features to develop 
prediction models which can forecast student’s outcome based on several prediction 
features at a specific stage of the semester [13, 14].  

Introductory programming courses form the basis of the computer-related majors 
and their indistinct nature endorses the need of models to classify the students and deal 
with each class of student with distinctive procedures. The previous research lacks a 
model which not only classifies the programming students but also adapt the model into 
a framework easily understandable by the instructor. In fact in programming courses, 
the instructor must have an opportunity to identify the students with low, medium and 
excellent programming skills and provide adaptive consultation to each group of stu-
dents. This leads to the need of a model which can effectively identify the poor per-
forming as well as the excellent programmers at the early stages of the semester to offer 
an opportunity to the instructor to design procedures for each class of students. The 
strength of this research is to develop classification models and then transform the ap-
propriate model into an easily explainable framework. The instructor gets an oppor-
tunity, at an early stage of the semester, to design precautionary procedures for the 
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students likely to end up with poor outcome, preventive procedures for average per-
forming students and persuasive procedures for the excellent programmers. This re-
search apply decision tree based classifiers to develop models research draws attention 
to the usefulness of decision tree classifier with regard to its easy interpretation. The 
rest of the paper is organized as; section 2 provides literature review of Learning Ana-
lytics, Educational Data Mining and the popular classes of machine learning classifiers 
and provides an outline of the student performance prediction models. Section 3 pro-
vides materials and methods and section 4 provides the methodology and the experi-
mental evaluation. Section 5 concludes the paper. 

2 Literature review 

Learning Analytics (LA) and Educational Data Mining (EDM) appears supportive 
for higher education institutions. The aim of both LA and EDM is to understand and 
optimize the learning environment, however, EDM primarily focuses on automated dis-
covery, whereas LA focuses on human judgment [15].  EDM starts with a dataset and 
discover the hidden pattern. Contrary, LA usually starts with hypotheses and carries out 
research to assess the learning theories about the learning environment of the learners 
[16]. The data mining algorithms apply eminent techniques to the data and extracts 
momentous information [17]. Monitoring student academic performance is one of the 
key applications of Learning Analytics. The notion observes student’s academic per-
formance and generates reports which describe the current status of the students and 
draw attention to the shortfalls in their academic activities. The performance prediction 
forecasts the final result of students based on several features that illuminate their cur-
rent academic status. The significance of monitoring is enlightened by the fact that the 
students with inadequate academic outcomes may face severe consequences. For in-
stance, they might lose their governmental sponsorship at several institutes. However, 
upon their successful identification, these students can be targeted for additional tutor-
ing or counseling services. The early identification provides an opportunity to the stu-
dent to adopt precautionary measures.  

Machine Learning refers to learning from past experience to improve future perfor-
mance automatically without any external assistance from humans. The supervised 
classifier takes the input dataset (training dataset) and constructs a classification model. 
The model constitutes of classification rules as it is discovered from the training dataset. 
The testing phase executes the model with a subset of dataset (testing dataset) taken 
from the training dataset to assess the performance of the model. The model gains 
knowledge from the training dataset and is evaluated with the testing dataset. Hence-
forth, it is ready to classify the instances from the validation dataset. Naïve Bayes, ar-
tificial neural networks, support vector machines, k-nearest neighbor, and decision tree 
are some of the most widely used categories of supervised learning classifiers. On the 
other hand in unsupervised learning the data instances do not have pre-determined  
classes.  

Decision tree is one of the most widely used machine learning classifier. The deci-
sion tree follows a recursive technique to build a tree. Each decision node splits the 
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attributes into different branches based on the number of distinct values from that fea-
ture. Deciding an appropriate feature to be placed at the root node or any other internal 
nodes is a complicated step. Numerous techniques have been used to select the root 
node and subsequent decision nodes. Measuring Entropy is one of the key techniques 
which measure the randomness in the information being processed. The Information 
Gain (IG), another related statistical property, measures how well a given feature sep-
arates the training instances following the class labels. Therefore, the two terms have 
an inverse relationship and constructing a decision tree is all about discovering a feature 
that returns maximum IG and the minimum entropy. 

A drawback appearing in IG is that it prefers the features with a large number of 
distinct values as the root node. This drawback is eradicated in Gain Ratio which is a 
modification of Information Gain. ID3 and C4.5 are machine learning classifiers con-
structing decision tree with Information Gain and Gain Ratio techniques respectively.  

Machine Learning classification models are used in the pedagogical environment to 
forecast the learner’s expected academic outcome. Numerous models have been pro-
posed under different educational contexts to address student performance prediction. 
There are several models which are based on supervised classifiers [18-20]. This sec-
tion provides an overview of the models developed to classify and predict student aca-
demic performance with decision tree classifiers. 

Ahadi et al. [21] used machine learning algorithms to label the students of introduc-
tory programming courses as either high or low performers. The author sets up thresh-
old value and the student obtaining grades above and below are labeled as high and low 
performers respectively. Chen et al. [22] developed decision tree and linear regression-
based prediction models with a variety of features extracted from the institution’s auto-
grading system. Formerly, the instruction teams allot teaching hours reactively to sup-
port the students who request for additional tutoring; conversely, the produced model 
helps to identify the struggling students automatically and allot additional teaching 
hours to the instructor. Hamsa et al. [23] applied decision tree and Fuzzy Genetic Al-
gorithm to support instructors in identifying the students whose academic status is un-
satisfactory. The instructor can set up practices to support these students. Pandey et al. 
[24]compared a set of machine learning classifiers over several datasets. After that, the 
three classifiers were combined to form a single ensemble model based on the voting 
scheme.  

Kausar et al. [25] applied ensemble techniques over a dataset to examine the rela-
tionship between students’ features such as quizzes, assignment, exams marks and the 
final results. The experimental evaluation concludes Random Forest and Stacking clas-
sifiers with achieving accuracies of 77% and 78% respectively prevailing K-NN and 
Naïve bayes classifiers. Saa et al. [26] conducted a survey to collect data about the 
students’ demographic, academic, and social behavior and then developed decision 
tree-based models to discover the features which influence students’ academic perfor-
mance. Kiu et al. [27] inspected the correlation between social activities the final grades 
of the students. Even though the decision tree appeared more useful than other classifi-
ers, however, the results show a weak correlation between the social activities of the 
student and their final grades. Kaunang et al. [28] produced several decision tree-based 
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models with the data collected through questionnaires containing student’s de-
mographics, academic and family background features. Table 1 provides an overview 
of several prediction models, the place of study, and their essential components such as 
dataset size, applied classifiers, and measured evaluation metrics.  

The literature highlights the need of prediction model to classify the programming 
students. The prediction model is imperfect with no execution. Therefore, the predic-
tion model must have a tendency to yield a classification framework easily understand-
able by the instructor. The goal of this research is to develop decision tree based clas-
sification models and then transform the appropriate model into an easy to understand 
framework. The identification of poor performing students necessitate added signifi-
cance. The 3-class classification is meaningful, so the “medium” class can appear as a 
hyperplane between high and low performing students and this can distinguish the poor 
performing programmers with higher accuracy. The instructor gets an opportunity to 
design distinctive procedures for each class of students. 

3 Material and methods  

3.1 Experimentation tool  

The experiments are performed in Waikato Environment for Knowledge Analysis 
(WEKA) [29]. To split the dataset into training and testing, we use 10-fold cross-vali-
dation. The training dataset is divided into 10 equal length intervals; 9 are used for 
training and the tenth is used for testing. This process is repeated and a new testing 
interval is taken afterward in every iteration.  

We apply 2 decision tree classifiers; J48 and RepTree. J48 is the implementation of 
C4.5 in WEKA. Reduced Error Pruning Tree ("RepTree"), also an implementation of 
C4.5, builds the tree based on the information gain or reducing the variance. 

Table 1.  A brief Summary of the existing student performance prediction models 

Reference Decision Tree Classifiers Dataset Size Class variables Terrain of study 
[30] Decision tree (with Gini Index) 

Decision Tree (with Information Gain) 
Decision tree (with accuracy) 

210 5 Pakistan 

[31] C4.5 with Genetic Algorithm 5409 n/a Philippine 
[21] J48 

Random Forest 86, 210 2 Finland 

[22] C4.5 428 3 Canada 
[28] J48 

Random Forest 249 3 Indonesia 

[27] J48 395 2 & 5 
5 Malaysia 

[32] J48 206 4 Nigeria 
[33] J48 383 2 United Kingdom 
[34] ID3 

C4.5 100 4 Nigeria 
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3.2 Evaluation Metrics  

Confusion Matrix visualizes the performance of a classification model. Table-2 pro-
vides a standard visualization of a confusion matrix for a prediction model.  

To assess the performance of prediction models, this research use accuracy, preci-
sion, sensitivity, F-measure, and Mathew Correlation Coefficient (MCC). Accuracy as-
sesses the overall performance of the prediction model and is computed as the ratio of 
correctly identified instances (TP and TN) and the total number of instances in the da-
taset. Precision calculates out of all the positive instances that the model predicted cor-
rectly, how many are positive. Sensitivity or Recall is a measure of all positive instances 
and the number of positive instances the model predicted correctly. F-Measure takes 
both precision and sensitivity into account and calculates their weighted average. 
Mathew Correlation Coefficient (MCC) [35]is a reliable statistical rate that assess the 
performance of the classifier in terms of how well it classified the instances in the cor-
rect class. Table 3 provides a list of evaluation metrics and their formulae. 

Table 2.  An illustration of standard confusion matrix 

 Predicted Results 
Positive Negative 

Actual Values 
Positive True Positive (TP) False Negative (FN) 
Negative False Positive (FP) True Negative (TN) 

 

Table 3.  The formulae of evaluation metrics 

Metric Formula 
Accuracy (TP+TN)/(TP+FN+FP+TN) 
Precision TP/(TP+FP)  
Sensitivity  TP/(TP+FN) 
F-Measure 2x ((Precision x Recall)/(Precision + Recall)) 
MCC (TP.TN-FP.FN)/√((TN+FN).(TP+FP).(TN+FP).(TP+FN))) 

4 Experiments and results 

The methodology used in this research, as shown in figure 1, consists of 4 phases; 
Data preparation, Data Pre-Processing, experimental evaluation, and model implemen-
tation. The first phase aims at the collection of dataset and making it compatible for 
machine learning classifier processing. Data pre-processing enhances the quality of the 
dataset so as the machine learning classifier can produce better results. The experi-
mental evaluation compares the model developed with different decision tree classifiers 
and concludes a single model which can provide an appropriate solution. The model 
implementation phase converts the final prediction model into a framework which the 
instructor can implement in the course to achieve the addressed academic goals.   
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Fig. 1. The 4-phases methodologies followed in this research 

4.1 Data preparation 

The dataset source used in this research is taken from Al-Buraimi University College 
(BUC), an educational institution located in Oman. The data is the records of the stu-
dents from 2 sections of an introductory programming course. There are a total of 50 
instances in the training dataset with 9 features and one class feature. The prediction 
variable (Grade) has 3 classes; Low (marks less than 60%), Medium (equal to or more 
than 60% and less than 85%), and High (equal to or more than 85%). The objective of 
the prediction model is to predict the student’s outcome soon after the midterm exam 
which takes place after the 6th week of a semester and 15 marks are allotted for it. Once, 
identified at this stage of the semester, the students still have 85% marks ahead to work 
for.  

Data cleaning organize the dataset by dealing with missing value, data noise and 
resolving irregularity in the dataset. Initially, the irrelevant features, for instance, stu-
dent ID, student name, and course code are erased from the dataset. These features do 
not play any role in the prediction and are rather associated with the student’s privacy. 
Noisy data refers to the data which the classifier cannot understand and interpret cor-
rectly. This may include missing values where features in an instance may have irrele-
vant values or misleading values. The table 4 provides the features of the dataset and 
their brief description. 

4.2 Data pre-processing 

Removing high dimensionality and data balancing can further enhance the quality 
of the dataset.  

Removing high dimensionality. The high dimensionality of the dataset points to-
wards the high number of features in the dataset. Not all the features take part in the 
classification process; therefore, proper techniques must be used to eradicate the sur-
plus features. To reduce the overlapping features, we applied a set of feature selection 
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algorithms; InfoGainAttributeEval, CorrelationAttributeEval, and CfsSubsetEval. Ta-
ble 5 provides the output of the algorithms.  

Table 4.  The features and their essential details  

Feature Description Scale of measuring 
Gender Gender of the student Nominal (Male, Female) 
Session The shift in studying Nominal (Morning, Evening) 
Class_Duration Duration of  each class in hours Nominal (one, one_half) 
CGPA Cumulative Grade Point Average Real 
Major Major in Information Technology Nominal (CS, IS, SE) 
Degree The certificate student is pursuing Nominal (Bachelor, Diploma) 
Year The year of study Nominal (Year-1 to Year-4) 
Attendance Percentage of class attendance at the time 

of data extraction 
Real 

Test1_Marks Midterm exam marks (total 15 marks) Real 
Grade Class variable. Nominal (High, Medium, Low) 

Table 5.  The outcome of the feature selection algorithms 

Feature InfoGainAttributeEval CorrelationAttributeEval CfsSubsetEval 
Test1_Marks 0.66463 0.3405  
CGPA 0.63985 0.3231  
Attendance 0.20942 0.1148  

Major 0.11002 0.1693  
Year 0.08614 0.1782  

Gender 0.07081 0.1823  
Class_Duration 0.04921 0.1278  
Session 0.04921 0.1278  
Degree 0.00174 0.0156  

 
Data Balancing. Classifiers trained with an imbalance dataset tend to predict the 

majority class (frequently occurring) more than the minority class (rarely occurring). 
In our dataset, the minority class has a very low number of instances (figure 2); there-
fore, we apply Synthetic Minority Over-sampling Technique (SMOTE) [36] to increase 
the number of instances in the minority class.  

Figures 2 and 3 shows, the class distribution prior to and after SMOTE has been 
implemented respectively. Therefore, we have two datasets; without SMOTE (termed 
as original) and with SMOTE applied (termed as SMOTE) in the remainder of this 
paper.  
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Fig. 2. Dataset before applying SMOTE 

 
Fig. 3. Dataset after applying SMOTE. 

4.3 Experimental evaluation 

This section compares the performance of the produced models to conclude the 
model which better suits the addressed educational context. First, we applied decision 
tree classifiers, J48 and RepTree, over an imbalanced dataset of 50 students. These 
models are referred as J48 (original) and RepTree(original). In the second phase, we 
balanced the dataset using SMOTE and reapplied those same classifiers. This produces 
two more models referred as J48 (SMOTE) and RepTree (SMOTE). Table 6 provides 
the confusion matrices of the produced models. The confusion matrices can yield es-
sential evaluation metrics. Table 7 provides the values to the metrics computed from 
the confusion matrix of each model.  

Table 6.  The confusion matrices of the classifiers 

J48(original)  Reptree (original) 
High Medium Low Classified as  High Medium Low Classified as 

9 2 0 High  5 6 0 High 
2 28 1 Medium  3 27 1 Medium 
0 2 6 Low  0 5 3 Low 

         

J48(SMOTE)  Reptree(SMOTE) 
High Medium Low Classified as  High Medium Low Classified as 

9 2 0 High  4 7 0 High 
2 26 3 Medium  1 27 3 Medium 
0 1 23 Low  0 0 24 Low 
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Accuracy. Figure 4 compares the accuracies of the developed models. Overall J48 
is achieving the highest accuracy. However, a minor increase in the accuracy of J48 has 
appeared after sampling, whereas the accuracy of RepTree amplifies after sampling. 
Considering both the models of RepTree, table 7 demonstrates a rise in the sensitivity 
of “low” class (from 0.38 to 1.0) which boosts its accuracy. On the other hand, the 
sampling put a minor impact over J48 and a slight increase in the sensitivity of the 
“low” class is observed. This minor fluctuation in J48 and major inclination in RepTree 
is due to the added instances in the “low” class during sampling.  

The accuracy does not appear useful due to its bias nature towards imbalanced da-
tasets. This is visible in table 7, Reptree(original) achieves an accuracy of 70%, but the 
sensitivity for “low” class (0.38) is lower compared to other classes. However, sam-
pling eradicates this behaviour. As a result, the J48 (SMOTE) model appears suitable 
when comparing the accuracy. 

 
Fig. 4. A comparison of the accuracy metric of the classifiers 

Sensitivity. Figure 5 compares the sensitivity of the models. It shows J48 produces 
a balanced sensitivity for all classes after the SMOTE. RepTree (with SMOTE) has 
perfect sensitivity (1.0) for “low” class, however, the sensitivity is very low (0.36) for 
“high” class. This behaviour makes it an unfavourable choice since it will not be able 
to identify the students with excellent performance as accurate as it will identify the 
minority class. Prior to SMOTE, RepTree has less than 0.50 sensitivity for “high” and 
“low” classes. Therefore, the evaluation based on the sensitivity also favours J48 
(SMOTE) as a suitable choice, which shows the ability to identify the students in all 
classes. 
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Fig. 5. Comparison of sensitivity for each prediction class of the classifiers 

F-Measure. The F-measure metric further clarifies performance evaluation. Figure 
6 shows the F-measure values of the prediction models. It illustrates an identical F-
measure for most of the classes for J48 before and after sampling. However, this shows 
an increase in the F-measure values for all classes in RepTree after sampling. Compar-
ing J48 and RepTree models after sampling illustrates J48 (SMOTE) showing a bal-
anced F-measure for all the classes. In contrast RepTree(SMOTE) is showing very low 
F-measure value (0.5) for “high” class. This comparison concludes J48 as a better 
model than RepTree for both sampled and without sampled dataset. 

 
Fig. 6. Comparing the F-measures for each prediction class of the classifiers 

Mathew Correlation Coefficient (MCC). MCC utilizes all of the four confusion 
matrix categories (TP, FN, FP, TN). Figure 7 provides a comparison of the MCC of the 
developed models. This comparison also suggests J48 (SMOTE) as the favourable 
model for the addressed context.  

0.82

0.45

0.82

0.36

0.90 0.87 0.84 0.87

0.75 0.38 0.96 1.00
0.20

0.40

0.60

0.80

1.00

J48 (Original) RepTre (Original) J48 (SMOTE) RepTree (SMOTE)

Comparing Sensitivity

High Medium Low

0.82

0.53

0.82

0.500.89
0.78

0.87 0.83

0.80 0.50 0.92 0.94
0.20

0.40

0.60

0.80

1.00

J48 (Original) RepTre (Original) J48 (SMOTE) RepTree (SMOTE)

Comparing F-Measure

High Medium Low

52 http://www.i-jet.org



Paper—Machine Learning Prediction and Recommendation Framework to Support Introductory… 

 
Fig. 7. MCC comparison of the prediction models 

Table 7.  The evaluation results of the classifiers  
 TP FN FP TN Precision Sensitivity F-Measure MCC Accuracy 

J48 (Original) 
High 9 2 2 37 0.82 0.82 0.82 0.767 

86 Medium 28 3 4 15 0.88 0.90 0.89 0.7 
Low 6 2 1 41 0.86 0.75 0.80 0.767 

RepTree (Original) 
High 5 6 3 36 0.63 0.45 0.53 0.427 

70 Medium 27 4 11 8 0.71 0.87 0.78 0.332 
Low 3 5 1 41 0.75 0.38 0.50 0.475 

J48 (SMOTE) 
High 9 2 2 53 0.8 0.82 0.82 0.782 

87.88 Medium 26 5 3 32 0.9 0.84 0.87 0.757 
Low 23 1 3 39 0.9 0.96 0.92 0.873 

RepTree (SMOTE) 
High 4 7 1 54 0.80 0.36 0.50 0.487 

83.33 Medium 27 4 7 28 0.79 0.87 0.83 0.67 
Low 24 0 3 39 0.89 1.00 0.94 0.909 

5 Model implementation 

The previous subsection concludes J48 (SMOTE) as an appropriate model in the 
current context. Figure 8 shows the decision tree for the final prediction model (J48-
SMOTE) as extracted from WEKA. Decision tree owns several conventional features 
making it a dominant choice for classification and prediction [13]. The key advantage 
of the decision tree is its ease in understanding and interpretation. Therefore, we inter-
pret the produced output tree to prepare precautionary measures. 

The prediction of the student is ineffective without placing precautionary measures. 
The aim of this paper is to implement the model within the programming course. In 
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light of this model, we can design precautionary measures for the students with ineffi-
cient programming skills. The tree shows that CGPA is at the root and splits at 1.73 to 
further branch the tree. Further, the Test1_Marks are split at 10. Accordingly, it is right 
to say that the CGPA below 1.73 could be labelled as “Low” and above 1.73 as “High”. 
Similarly, Test1_Marks above 10 are labelled as “High” and below 10 as “Low”. Stu-
dent gender may play a vital role in student classification models; however, the students 
do not have control to modify this feature. Therefore, we exclude this feature from the 
proposed framework. We can interpret the decision tree in the form of a Consultation 
Framework as shown in figure 9. 

 
Fig. 8. The decision tree illustrations (J48 SMOTE), extracted from WEKA 

 
Fig. 9. The proposed prediction and consultation framework 
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Once, the midterm exam ends, the instructor assesses the student’s performance from 
the perspective of the above framework. It will produce a coloured signal for each stu-
dent similar to the traffic light signal, and the instructor prepares recommendations in 
accordance with each colour. The red signal indicates the student is in real danger of 
failing the course. These students will be forwarded for further advisory consultations. 
The instructor has to interview them and prepare precautionary procedures following 
the personalized context of each student. The instructor has to arrange extra classes to 
bring the students in the red zone on the proper track. The aim behind the extra class 
would be to revise the previous course contents and motivate the students for the re-
maining duration of the semester. The yellow signal, however, indicates the student 
with satisfactory performance in the course. However, proper consultation must be pro-
vided to these students to keep going on the correct academic track. 

The Green signal indicates the student performing extraordinarily in the current pro-
gramming course. Therefore, these students tend to perform far better and thus require 
special attention. The instructor can design problems with higher difficulty levels and 
motivate these students towards successful programmers. 

6 Conclusions  

This research aims to produce a prediction model that could correctly predict the 
performance of introductory programming students at an early stage of the semester. 
The data set is prepared with removing irrelevant and noisy features. The use of data 
mining techniques concludes a set of features significant for classification. Since the 
decision tree is one of the most widely used and easy to understand machine learning 
classifier, therefore, we produced models with J48 and RepTree decision tree classifiers 
with balanced as well as imbalanced dataset. The evaluation of the models shows that 
J48 decision tree model (with balanced dataset) is appropriate for the addressed context. 
The output of the J48 classifier is converted to an adaptive consultation framework that 
provides personalized actions for each class of students. The traffic signals indicators 
are used to notify the students regarding their current state and proper measures are 
suggested for each state.  
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