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Abstract—Mature online English learning platforms should provide stu-

dents with necessary learning resources, ensure efficient access to learning pro-

jects, and offer the optimal learning experience. However, the traditional rec-

ommendation methods for English learning resources cannot satisfy the in-

depth learning demand of students. To solve the problem, this paper designs a 

resource recommendation algorithm for online English learning systems based 

on learning ability evaluation. Firstly, the workflow of the designed algorithm 

was introduced, and a four-layer test system was developed for students’ Eng-

lish learning ability evaluation. Next, an English learning ability evaluation 

method was proposed based on the maximum expectation algorithm, as well as 

the estimation methods for parameters like learning ability, degree of discrimi-

nation, difficulty, and guess coefficient. Experimental results demonstrated the 

good effect of the proposed resource recommendation algorithm. The research 

findings provide a reference for resource recommendation of other online learn-

ing systems. 

Keywords—Learning ability evaluation, resource recommendation, online 

English learning 

1 Introduction 

As the information technology is developing at an astonishing pace, students' learn-

ing habits and behavior patterns have undergone major changes along with the wide 

application of handheld smart mobile terminals such as mobile phones and PDAs. 

Due to its unique advantages of convenient, fast, and can support fragmented learn-

ing, online learning has now been recognized by student groups at all levels, and its 

application advantages are even more obvious in terms of language disciplines such as 

English. The evaluation of English learning ability includes various aspects such as 

English listening, English grammar, English speaking, English reading, English writ-

ing, and English translation, etc. [1-2]. Each student's basic English knowledge and 

learning ability are different, and it is difficult to accurately find out the content suita-

ble for their own learning conditions from the massive English learning resources [3]. 

A mature English online learning platform should be able to meet students’ demand 
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for learning resources, improve their access efficiency to each learning project, and 

optimize their learning experience. 

Now a few resource recommendation systems that can effectively alleviate the 

problems of large resource volume and slow screening speed have been applied to 

various Internet platforms [4-8]. The basic idea of these resource recommendation 

systems is to mine the data of students’ preferences or abilities based on their opera-

tion history or evaluation information to further realize the prediction and recommen-

dation services of their requirements and interests [9-11]. For an online learning plat-

form with a complex knowledge system and diverse resource categories, the recom-

mendation of learning resources can be considered from two aspects: the organization 

and processing of heterogeneous data on the platform side, and the knowledge level 

differences on the student side. 

The traditional resource recommendation algorithm models established based on 

RNN sequence have limited data mining depth of students' learning requirements [12-

16]. Scholars Sarra and  Inès [17] combined edge information learning with user be-

havior learning, and introduced a collaborative attention mechanism to build a short-

term conversation recommendation model that can analyze the potential preference of 

students’ learning project visit history, and the proposed model had achieved good 

recommendation effect. Scholars Mehdi and David [18] took into account factors such 

as the different categories in the resource systems and the educational process of the 

resource subjects and proposed a recommendation model that is sensitive to students’ 

learning ability level, and the proposed model contains three main function modules, 

namely the student ability level characterization module, the candidate learning re-

source characterization module, and the resource recommendation module. In the 

current knowledge push or resource recommendation services, the main reason for the 

inability to fully explore the information of the potential relationships between stu-

dents, learning projects, and learning resources is the sparseness of data [19-22]. In 

order to improve the accuracy of knowledge push or resource recommendation, Yang  

et al. [23] applied a resource content feature extraction optimization algorithm based 

on multi-source data fusion to the dynamic tracking of students' learning preferences; 

in order to avoid the problem of undiversified content that is commonly seen during 

resource recommendation, they also proposed a multi-user joint-comparison algo-

rithm to evaluate the candidate learning resources. Yang et al. [24] designed and con-

structed a personalized knowledge recommendation system suitable for networked 

education mode based on a repeated prediction mechanism and the resource collabo-

rative filtering method, and detailed the system's function objectives, design mode, 

software and hardware structure, as well as debugging and solutions. As the applica-

tion environment of online learning systems is becoming more and more complex, 

current resource recommendation models generally have problems such as data 

sparseness, user interest transfer, and cold start, etc., and these models need to be 

further optimized [25]. Aiming at the problem of data sparseness caused by the 

asymmetry of students’ abilities and interests, Jonathan et al. [26] evaluated the 

asymmetric similarity between students and learning projects, and introduced a 

weighted neural network that integrated a recurring mechanism to construct a matrix 

factorization recommendation algorithm model with higher ranking accuracy. At 
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current stage, online education models with more obvious periodic resource update 

features generally have more complicated data storage structures and forms. Instead 

of the traditional clustering algorithms, Bahman et al. [27] used the association rule 

retrieval method of knowledge maps to perform preliminary screening on candidate 

recommendation resources, and built a crowdfunding and crowd-innovation education 

resource recommendation platform that integrated resource integration, knowledge 

completion, and personalized recommendation. 

In the process of online English learning resource recommendation, it is necessary 

to comprehensively analyze the relationship between the independent learning re-

sources and knowledge points of different English learning projects; then, combining 

with the advantages of online teaching, staged learning objectives and learning path 

should be planned based on students’ English learning ability differences; further, the 

relevant learning resource choice and recommendation should be given accordingly. 

Different from traditional algorithms, this paper proposes a resource recommendation 

algorithm for English online learning systems based on student learning ability evalu-

ation. The second chapter of this paper gives the flow of the algorithm, since the algo-

rithm is based on student learning ability evaluation, a four-layer test system is con-

structed. The third chapter proposes an English learning ability evaluation method 

based on the maximum expectation algorithm, and gives the detailed estimation 

methods for parameters like learning ability, degree of discrimination, difficulty, and 

guess coefficient. The fifth chapter uses experimental results to verify the recommen-

dation effect of the proposed resource recommendation algorithm. 

2 The English Learning Resource Recommendation Algorithm 

Based on Learning Ability Evaluation 

In order to improve the learning efficiency and learning effect of students’ online 

English learning, combining with the massive student behavior data and performance 

data stored in the online English learning systems, an English learning resource rec-

ommendation mechanism based on student learning ability feature mining and group 

analysis is proposed, as shown in Figure 1. In this mechanism, at first, the perfor-

mance fluctuation is analyzed and the trend is predicted based on students’ English 

learning ability evaluation results and their online-learning process test results; then, 

combining with the evaluation results of students’ English learning ability, it clusters 

the students based on their ability level; at last, according to the analysis on the stu-

dent groups’ cognition level, knowledge acceptance level, and individual learning 

preferences, it achieves the planning of students' online English learning paths and the 

recommendation of personalized learning resources. 
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The English learning resource recommendation algorithm proposed in this paper, it 

includes 5 steps: 

Step 1: Pre-process the massive student learning process behavior data, English 

ability evaluation result data, and the process test result data stored in online English 

learning systems, eliminate invalid data, and supplement vacant and missing items. 

Step 2: Based on the above data, evaluate students’ English learning ability, and 

extract the features; then, with the help of the feature preference and ability-level 

division clustering algorithm, find out student groups of resource recommendation. 

Step 3: For students divided into a same group, their learning preference, cognition 

development level, knowledge acceptance level, and other factors that can affect the 

recommendation of English learning resources are analyzed to obtain differences in 

their English learning status.  

Step 4: According to the above analysis results, English learning resources are rec-

ommended to students from two aspects, mainly including the semantic association 

analysis between English learning resources, and the relationships among students, 

learning projects, and learning resources. The learning projects mainly include indi-

vidual ability improvement projects such as listening ability training, speaking ability 

training, writing ability training, and reading ability training, etc. 

Step 5: To avoid repeated recommendation resources, the similarity of learning re-

sources is measured based on learning projects; according to the measurement results, 

the resources are screened before recommendation. 

 

Fig. 1. Resource recommendation mechanism based on  

learning ability feature mining and group analysis 
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3 Evaluation Method of English Learning Ability 

Since the basis for the proposed resource recommendation algorithm is to accurate-

ly measure the English learning ability of students, this paper also proposed the corre-

sponding English learning ability evaluation model, the overall framework of the 

model is shown in Figure 2. The weighted sum of test scores of questions of each 

learning project is the evaluation result of a student’s English learning ability. The 

question scores of students vary greatly with the question type, difficulty level, and 

degree of subjectivity. In view of these influencing factors, this paper proposed a 

maximum expectation algorithm for English learning ability evaluation, and the re-

sults obtained can be used to determine the content ratio of the learning resources to 

be recommended. 

 

Fig. 2. Framework of the English learning ability evaluation model 

3.1 Generation of learning ability evaluation functions 

In the English learning ability evaluation process, assume the correct rate of the 

test questions conform to the shoulder-type normal distribution, Formula 1 is the 

function of correct rate of 2-level scoring questions (including one-choice questions, 

blank-filling questions, and true-or-false questions): 

 𝐶𝑅𝑖(𝑎) = ∫
𝑒

−𝑦2

2

√2𝜋

𝑑𝑖(𝑎−ℎ𝑖)

−∞
𝑑𝑦 (1) 
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where, a is the student's English learning ability; di and hi are the discrimination 

and difficulty parameters of the i-th 2-level scoring question. Since the 2-level scoring 

questions accounted for 80%-90% of all questions in the English learning ability 

evaluation, there is a certain probability that a random answer might be the correct 

answer. Therefore, by introducing a guess coefficient εi that describes the probability 

of random correctness, Formula 1 can be updated to Formula 2, a three-parameter 

correct rate function conforming to shoulder-type normal distribution: 

 𝐶𝑅𝑖(𝑎) = 휀𝑖 + (1 − 휀𝑖) ∫
𝑒

−𝑦2

2

√2𝜋

𝑑𝑖(𝑎−ℎ𝑖)

−∞
𝑑𝑦 (2) 

Formulas 1 and 2 both include integral operations, which are not conducive to pa-

rameter estimation or practical application. By further optimizing Formula 2, a three-

parameter logistic correct rate function could be obtained, as shown in Formula 3: 

 𝐶𝑅𝑖(𝑎) = 휀𝑖 +
1− 𝑖

1+𝑒[−𝑑𝑖(𝑎−ℎ𝑖)]
 (3) 

In the process of learning ability evaluation, for multi-level scoring questions such 

as English translation, oral interpretation, and English writing, the test system or the 

grading teacher will give scores according to the actual answering situations of the 

students. Compared with the 2-level scoring questions, the multi-level scoring ques-

tions cannot be answered at random, therefore they don’t have the guess coefficient, 

and they can measure the learning ability of students more objectively. This paper 

subdivided the difficulty parameters of the multi-level scoring questions, then the 

corresponding three-parameter logistic correct rate function when the score of multi-

level scoring questions is s could be expressed by Formula 4: 

 𝑆𝑅𝑖(𝑎) =
1

1+𝑒−1.7𝑑𝑖(𝑎−ℎ𝑖𝑠)
 (4) 

where, di and his are respectively the degree of discrimination of the i-th multi-

level scoring question and the difficulty parameter when the score of the question is s. 

3.2 Parameter estimation method 

This paper evaluated students' English learning ability using Formula 3 (the correct 

rate function of 2-level scoring questions) and Formula 4 (the probability function of 

the multi-level scoring questions). The parameters in the functions need to be estimat-

ed using the score matrix constructed based on information data of questions and 

students’ answers. 

Suppose the quantized value of a student's English learning ability is a, and his/her 

scores on the N test questions of the English learning ability evaluation are k1, k2, 

k3,..., kN, respectively; then, the probability of this student’s score in this evaluation 

is the product of the probabilities of scores of all questions: 

 ∏ 𝑆𝑃(𝐾𝑖 = 𝑘𝑖; 𝑎)𝑁
𝑖=1  (5) 
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According to above formula, if the value of a changes, the value of the product of 

probabilities will change accordingly. Since the quantized value of a student's English 

learning ability actually exists, there’s at least one value of a that can maximize the 

above formula, to write the value of the product of probabilities as a likelihood func-

tion of a, then, there is: 

 𝐿𝐹(𝑎) = 𝐿𝐹(𝑘1, 𝑘2, 𝑘3, . . . , 𝑘𝑁; 𝑎) (6) 

In this way, the problem of solving the value of a is transformed into finding the 

maximum value of LF(a), that is, to find out the estimated value a* that can maximize 

LF(a) within the value range of a: 

𝐿𝐹(𝑎) = 𝐿𝐹(𝑘1, 𝑘2, 𝑘3, . . . , 𝑘𝑁; 𝑎) = 𝑚𝑎𝑥𝑎∈𝐴𝐿𝐹(𝑘1, 𝑘2, 𝑘3, . . . , 𝑘𝑁; 𝑎) (7) 

Maximum expectation algorithm: Due to the uncertainty of the question parame-

ters of the English learning ability evaluation and the learning ability parameters of 

students, the actual operation effect of the traditional maximum likelihood estimation 

algorithm is not ideal. Therefore, in this paper, the maximum expectation algorithm, 

which is not particularly sensitive to the completion of the data set, was adopted to 

estimate the quantized value of a. To facilitate the calculation, ai was written in dis-

crete form as δj, j=1,2,...,J, and the corresponding score probability was represented 

by DP(aj). Suppose the score matrix of the English learning ability evaluation of a 

student can be described by an M×N matrix, U= (u1, u2, u3,…, uM), then, for the i-th 

student, his/her score of the l-th question is uil; if the parameter of the l-th question is 

set as cl, then, the test paper parameters are C= (c1, c2, c3, … , cN), and the conditional 

distribution of the score matrix can be expressed by Formula 8: 

f(u|C, DP(a)) = ∑ f(u, 𝛿j|C, DP(aj))
J
j=1 = ∑ f(u, 𝛿j|C)

J
j=1 DP(aj) (8) 

Assume the correct rate of a student with a learning ability of δj in answering the l-

th question is CR(δ|cl), then, based on the local independence hypothesis theory, the 

above formula can be converted into the following formula: 

 f(u|C, DP(a)) = ∏ C𝑅(𝛿j|cl)
ul[1 − C𝑅(𝛿j|cl)]

1−ul𝑁
𝑙=1  (9) 

Assume the number of students whose English learning ability value reaches δj is 

gj, among the gj students, the number of students who had correctly answered the l-th 

question is vjl; then, the likelihood function of the score matrix shown as Formula 10 

could be obtained: 

( )( ) ( ) ( ) ( )( )

( ) ( ) ( )( )

( ) ( ) ( )

1

1 1

1

1 1

1 1

1

1

1

ilil

ilil

j ljlj j

uuM N

i l i l ii l

uuN M

i l i l il i

g vv gN M

j l j l jl i

LF u,a C,DP a CR a c CR a c f a DP a

CR a c CR a c f a DP a

CR a c CR c DP a

−

= =

−

= =

−

= =

 = − 

 = − 

 = −
 

 

 

 
 

(10) 
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Assume TMl is the number of students who answered the l-th question correctly 

among all the students participating in the test, then the above formula can be written 

in the logarithmic form shown as Formula 11 below: 

𝑙𝑜𝑔[𝐿(𝑉, 𝐺|𝐶, 𝐷𝑃(𝑎))] = ∏ ∏ 𝑣𝑗𝑙𝑙𝑜𝑔[𝐶𝑅(𝑎𝑗|𝑐𝑙)] + (𝑔𝑗 − 𝑣𝑗𝑙)𝑀
𝑖=1

𝑁
𝑙=1  

 𝑙𝑜𝑔[1 − 𝐶𝑅(𝛿𝑗|𝑐𝑙)] + 𝑔𝑗𝑙𝑜𝑔 (𝐷𝑃(𝑎𝑗)) (11) 

In the iteration process of the maximum expectation algorithm, the conditional 

probability of δj in the current iteration needs to be calculated based on the δj ob-

tained in the previous iteration: 

 𝑓(𝛿𝑗|𝑢𝑖, 𝐶𝑡 , 𝐷𝑃(𝑎)) =
𝑓(𝑢𝑖|𝛿𝑗,𝐶𝑡)𝐷𝑃(𝑎𝑗)

∑ 𝑓(𝑢𝑖|𝛿
𝑗′

,𝐶𝑡)𝐷𝑃(𝑎
𝑗′

)
𝐽

𝑗′=1

 

=
𝐷𝑃(𝑎𝑗) ∏ 𝐶𝑅(𝛿𝑗|𝑐𝑙

𝑡)𝑁
𝑙=1

𝑢𝑖𝑙[1−𝐶𝑅(𝛿𝑗|𝑐𝑙
𝑡)]

1−𝑢𝑖𝑙

∑ 𝐷𝑃(𝑎
𝑗′

) ∏ 𝐶𝑅(𝛿
𝑗′

|𝑐𝑙
𝑡)𝑁

𝑙=1

𝑢𝑖𝑙
[1−𝐶𝑅(𝛿

𝑗′
|𝑐𝑙

𝑡)]
1−𝑢𝑖𝑙𝐽

𝑗′=1

 (12) 

where, vjlt and gjt are respectively the conditional expectation values of the t-th it-

eration of the maximum expectation algorithm. gjt can be calculated by Formula 13: 

𝑔𝑗
𝑡 = 𝐸(𝑔𝑗|𝑈, 𝐶𝑡 , 𝐷𝑃(𝑎)) = ∑ 𝑓(𝑢𝑖|𝛿𝑗, 𝐶𝑡 , 𝐷𝑃(𝑎))

𝑀

𝑖=1

 

 = ∑
𝑓(𝑢𝑖|𝛿𝑗,𝐶𝑡,𝐷𝑃(𝑎𝑗))

∑ 𝑓(𝑢𝑖|𝛿𝑗,𝐶𝑡,𝐷𝑃(𝑎
𝑗′

))
𝐽

𝑗′=1

𝑀
𝑖=1  

= ∑
𝐷𝑃(𝑎𝑗) ∏ 𝐶𝑅(𝛿𝑗|𝑐𝑙

𝑡)𝑁
𝑙=1

𝑢𝑖𝑙[1−𝐶𝑅(𝛿𝑗|𝑐𝑙
𝑡)]

1−𝑢𝑖𝑙

∑ 𝐷𝑃(𝑎
𝑗′

) ∏ 𝐶𝑅(𝛿
𝑗′

|𝑐𝑙
𝑡)𝑁

𝑙=1

𝑢𝑖𝑙
[1−𝐶𝑅(𝛿

𝑗′
|𝑐𝑙

𝑡)]
1−𝑢𝑖𝑙𝐽

𝑗′=1

𝑀
𝑖=1  (13) 

vjlt can be calculated by Formula 14: 

𝑣𝑗𝑙
𝑡 = 𝑢𝑖𝑙𝑔𝑗

𝑡 = ∑
𝑢𝑖𝑙𝐷𝑃(𝑎𝑗) ∏ 𝐶𝑅(𝛿𝑗|𝑐𝑙

𝑡)𝑁
𝑙=1

𝑢𝑖𝑙[1−𝐶𝑅(𝛿𝑗|𝑐𝑙
𝑡)]

1−𝑢𝑖𝑙

∑ 𝐷𝑃(𝑎𝑗′) ∏ 𝐶𝑅(𝛿𝑗′|𝑐𝑙
𝑡)𝑁

𝑙=1

𝑢𝑖𝑙
[1−𝐶𝑅(𝛿𝑗′|𝑐𝑙

𝑡)]
1−𝑢𝑖𝑙𝐽

𝑗′=1

𝑀
𝑖=1  (14) 

Substitute Formulas 13 and 14 into Formula 12 to realize the maximization of 

Formula 12: 

𝑙𝑜𝑔[𝐿𝐹(𝑉𝑡 , 𝐺𝑡|𝐶, 𝐷𝑃(𝑎))] = ∑ [𝑧(𝑐𝑙) + 𝑧(𝐷𝑃(𝑎))]𝑁
𝑙=1 =

∑ [
∑ 𝑙𝑜𝑔 (𝐶𝑅(𝛿𝑗|𝑐𝑙)) + (𝑔𝑗 − 𝑣𝑗𝑙)𝑙𝑜𝑔 (1 − 𝐶𝑅(𝛿𝑗|𝑐𝑙))𝐽

𝑗=1

+ ∑ 𝑔𝑗𝑙𝑜𝑔 (𝐶𝑅(𝑎𝑗))𝐽
𝑗=1

]𝑁
𝑙=1  (15) 

Based on Formula 15, the conditional expected value clt of the question parameter 

can be obtained. After completing the calculation of all the parameters of the t-th 

iteration, all these parameters could be brought into the t+1-th iteration to continue the 

calculation. 
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Since only the z(clt) in the log-likelihood function is related to the question param-

eter, finding the partial derivative of the log-likelihood function can be equivalent to 

finding the derivative of z(clt) with respect to cl: 

 ∑
𝑣𝑗𝑙

𝑡 −𝑔𝑗
𝑡𝐶𝑅(𝛿𝑗|𝑐𝑙)

[1−𝐶𝑅(𝛿𝑗|𝑐𝑙)]𝐶𝑅(𝛿𝑗|𝑐𝑙)

𝜕𝐶𝑅(𝛿𝑗|𝑐𝑙)

𝜕𝑐𝑙
𝑡 = 0𝐽

𝑗=1  (16) 

Since the maximum expectation algorithm can only estimate the parameters of the 

test questions, the learning ability parameters of students need to be estimated based 

on the maximum likelihood algorithm and combined with the solved question pa-

rameter C. The maximum likelihood function of a can be expressed by Formula 17: 

 𝐿𝐹(𝑢1, 𝑢2, . . . , 𝑢𝑀|𝑎) = ∏ 𝑆𝑃(𝑈𝑙 = 𝑢𝑙)
𝑁
𝑙=1  (17) 

In the same way, by finding the derivative of the likelihood function, the desired a 

value could be obtained: 

 
𝜕𝐿𝐹(𝑢1,𝑢2,...,𝑢𝑀|𝑎)

𝜕𝑎
= 0 (18) 

Estimation of learning ability: Formula 18 has a unique solution and it is the 

maximum value point, then this solution must be the desired maximum likelihood 

estimate of student’s learning ability. Because the derived function of unknown stu-

dents’ learning ability in Formula 18 has a certain degree of nonlinearity, in order to 

solve the above-mentioned nonlinear optimization problem, this paper selected the 

Newton's method which is often used to solve approximate equations in real and 

complex number fields instead of the traditional direct equation method to solve the 

equations. The problem of solving the extreme value of the objective function ϕ(𝑥) to-

be-optimized can be transformed into the problem of solving the equation ϕ’(x)=0. By 

expanding ϕ(x) according to the Taylor series expansion, we can get Formula 19 as: 

 𝜑(𝑥 + 𝛥𝑥) = 𝜑(𝑥) + 𝜑′(𝑥)𝛥𝑥 +
1

2
𝜑″(𝑥)𝛥𝑥2 (19) 

The only condition for the above formula to hold is that Δx infinitely approaches 0, 

and it is equivalent to Formula 20: 

 𝜑′(𝑥) + 𝜑″(𝑥)𝛥𝑥 = 0 (20) 

By solving Formula 20, we can get: 

 𝛥𝑥 = −
𝜑′(𝑥𝑛)

𝜑″(𝑥𝑛)
 (21) 

The update iteration of x can be completed by Formula 22: 

 𝑥𝑛+1 = 𝑥𝑛 −
𝜑′(𝑥𝑛)

𝜑″(𝑥𝑛)
 (22) 

Based on the expectation posterior estimation algorithm that is not easily affected 

by iteration problems, the prior distribution was adopted to estimate the students' 
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English learning ability. The expected value of a can be calculated by Formula 23 

when the score matrix is known: 

 𝐸(𝑎|𝑈) =
∫ 𝑎𝐿𝐹(𝑈|𝑎)
∞

−∞
⋅𝜑(𝑎)𝑑𝑎

∫ 𝐿𝐹(𝑈|𝑎)⋅𝜑(𝑎)𝑑𝑎
∞

−∞

 (23) 

Suppose IPj and NIP are respectively the integration points of the expectation pos-

terior estimation algorithm and the number of the integration points. LF(IPj) repre-

sents the likelihood function value at the integration point, namely the probability for 

each test question to get the score of the score matrix when the student's English 

learning ability value is IPj. The integration point value of the prior distribution func-

tion is represented by ϕ(IPj), that is, the probability that the student's English learning 

ability value is IPj. The Gaussian integration method was applied to calculate the 

estimated value a* of the expectation posterior estimation algorithm, as shown in 

Formula 24: 

 𝑎∗ =
∑ 𝐼𝑃𝑗⋅𝐿𝐹(𝐼𝑃𝑗)⋅𝜑(𝐼𝑃𝑗)

𝑁𝐼𝑃
𝑗=1

∑ 𝐿𝐹(𝐼𝑃𝑗)⋅𝜑(𝐼𝑃𝑗)
𝑁𝐼𝑃
𝑗=1

 (24) 

In the case there are N test questions in the English learning ability evaluation, the 

likelihood function can be described by Formula 25: 

 𝐿𝐹(𝑈|𝑎) = ∏ 𝐶𝑅𝑙(𝑎)𝑢𝑙 ⋅ (1 − 𝐶𝑅𝑙(𝑎))
1−𝑢𝑙𝑁

𝑙=1  (25) 

4 Experimental Results and Analysis 

Table 1.  Score probabilities of 2-level scoring questions 

Test question type Test question number Error rate Correct rate Is there missing item? 

One-choice question 

q11 0.214 0.786 N 

q12 0.336 0.664 N 

q13 0.364 0.636 N 

q14 0.483 0.517 N 

q15 0.126 0.874 N 

Cloze 

q21 0.289 0.711 N 

q22 0.454 0.546 N 

q23 0.528 0.472 N 

q24 0.415 0.585 N 

q25 0.381 0.619 N 

 

The statistical information of the data source used in the experiment in this study 

contained the data of the entire learning cycle of 6 learning projects of the English 

online learning platform, including the training of English listening, speaking, gram-

mar, reading, translation, and writing. Question types included objective questions 

such as one-choice questions and cloze questions, and subjective questions such as 

translation, oral interpretation, and composition. A total of 156,332 pieces of learning 

behavior data and performance data of 500 students were included in the experiment, 
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after data preprocessing, 485 students and 148421 pieces of experimental data were 

retained.  

Table 1 lists the score probabilities of some 2-level scoring questions. The first 

column is the test question type, the second column is the test question number, and 

the third and fourth columns are the error rate and correct rate of each question. Table 

2 shows the values of feature parameters of these 2-level scoring questions. The third, 

fourth, and fifth columns are respectively the degree of discrimination, difficulty, and 

guess coefficient of each question. Since greater discrimination degree value and 

smaller guess coefficient indicate that the design of the question is more reasonable, 

to get better evaluation results, the proportion of 2-level scoring questions with simi-

lar attribute as Question q25 should be increased.  

Table 2.  Values of feature parameters of 2-level scoring questions 

Test question type Test question number Degree of discrimination Difficulty Guess coefficient 

One-choice question 

q11 0.652 -1.472 0.001 

q12 0.226 -4.483 0.021 

q13 0.953 -0.496 0.004 

q14 0.776 -0.622 0.003 

q15 0.435 -3.264 0.006 

Cloze 

q21 0.458 -2.717 0.003 

q22 0.596 -2.825 0.002 

q23 0.691 -1.845 0.001 

q24 0.832 -0.109 0.001 

q25 0.903 -0.211 0.001 

Table 3.  Score probabilities of multi-level scoring questions 

Test ques-

tion type 

Test question 

number 

Probability of 

scored 1 point 

Probability of 

scored 2 points 

Probability of 

scored 3 points 

Probability of 

scored 4 points 

Is there 

missing 

item? 

English to 

Chinese 

translation 

q31 0.0153 0.0994 0.5477 0.3376 0 

q32 0.0831 0.2645 0.6210 0.0314 0 

Chinese to 

English 

translation 

q41 0.0356 0.1751 0.5943 0.195 0 

q42 0.0576 0.2783 0.4846 0.1795 0 

 

Table 3 shows the score probabilities of some multi-level scoring questions. The 

first and second columns are still the test question type and test question number. The 

third, fourth, fifth, and sixth columns are the probabilities of students scored 1 point, 2 

points, 3 points, 4 points in these questions. Table 4 shows the values of feature pa-

rameters of multi-level scoring questions. The third column is the degree of discrimi-

nation of the question. The fourth, fifth, and sixth columns respectively give the diffi-

culty for students to score 2 points, 3 points, and 4 points on the question. The multi-

level scoring questions do not have guess coefficient. With the decrease of the proba-

bilities of 1-2 points and the increase of the probabilities of 3-4 points on multi-level 

scoring questions, the evaluation value of students' English learning ability gradually 

increases. 
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Table 4.  Values of feature parameters of multi-level scoring questions 

Test question type 
Test question 

number 

Degree of discrimina-

tion 
Difficulty 1 Difficulty 2 Difficulty 3 

English to Chinese 

translation 

q31 1.441 -4.527 -2.534 1.583 

q32 1.574 -2.417 -0.537 1.886 

Chinese to English 

translation 

q41 2.237 -2.373 -0.985 1.831 

q42 1.146 -3.287 -0.928 1.963 

 

Fig. 3. The clustering results of the learning ability attributes of  

test questions of each learning project 

Then, reasonable weights were assigned to describe the importance of the subjec-

tive and objective questions for the evaluation of student learning ability. Using the 

algorithm in this paper, the value range of student English learning ability was esti-

mated to be [-5, +5]. Greater value indicates strong English learning ability, and vice 

versa. In this study, the WinGen data generation software was used to verify the effec-

tiveness of the proposed learning ability evaluation method. Finally, the estimated 

learning ability value, degree of discrimination, difficulty, guessing coefficient and 

other parameters were consistent with the values generated by the software, which 

had verified that the learning ability evaluation values were scientific and reasonable. 

For the learning ability attributes studied in this paper, clustering was carried out 8 

times with the student English learning ability as the evaluation index. 3 clustering 

categories were set, corresponding to the three types of students with "weak ability", 

"average ability" and "strong ability". Figure 3 shows the clustering results of students 

based on the learning ability attributes of the test questions of each learning project. 

230 http://www.i-jet.org



Paper—A Resource Recommendation Algorithm for Online English Learning Systems Based on... 

 

Fig. 4. Proportion of increased values of accuracy and recall rate 

Compared with the traditional resource recommendation algorithm based on key-

word matching, the resource recommendation algorithm based on student learning 

ability evaluation proposed in this paper is more reasonable in terms of recommenda-

tion ideas, and it can better master the learning features of students. According to 

Figure 4, as the proportion of training samples increases, the two evaluation index 

values of the accuracy and recall rate of the proposed algorithm gradually increase as 

well, which can further verify that the proposed algorithm has a better recommenda-

tion effect. 

5 Conclusion 

Based on student learning ability evaluation, this paper proposed a resource rec-

ommendation algorithm for online English learning systems. First, based on the de-

sign ideas of the proposed recommendation algorithm, this paper built a four-layer 

test system for the evaluation of English ability. Then, the paper elaborated the Eng-

lish learning ability evaluation method based on the maximum expectation algorithm, 

and realized the accurate estimation of parameters such as the learning ability value, 

degree of discrimination, difficulty, and guess coefficient. After that, this study per-

formed experiments and adopted the WinGen data generation software to verify the 

effectiveness of the proposed learning ability evaluation method, and proved that the 

estimated learning ability values were scientific and reasonable. Also, the experi-

mental results showed that the accuracy and recall rate of the proposed algorithm 

gradually increased with the increase in the proportion of training samples, which had 

verified that the proposed algorithm had a good recommendation effect. 
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