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Abstract—In this paper we present an audacious solution 
based on Bayesian networks and educational approach for 
the construction of evolutionary personalized learning 
paths. We mean by evolutionary learning paths, paths that 
are composed gradually as learners advance in their 
learning, i.e in real time. To do this, the system selects the 
hypermedia units of learning to apprehend based on the 
results of formative assessments, psychological and cognitive 
characteristics of learner. 

The architecture that we propose is based, firstly, on the 
semantic web, First, in order to model the domain model 
and to index learning resources so as to maximize their 
reuse, and then to represent the personal and cognitive 
traits of learners in a learner model while integrating their 
learning styles according to the Felder and Silverman 
model; and secondly, a probabilistic approach based on 
Bayesian networks that calculates the probability of success 
of each candidate hypermedia unit, for selecting those who 
are most appropriate for the construction of evolutionary 
personalized learning paths.  

The proposed Bayesian model is validated with real data 
collected from an experimental study with a specimen of 
students. 

Index Terms—Personalized Learning Paths, Learning 
Styles, Bayesian Networks, Semantic Web. 

I. INTRODUCTION 
Today, new technologies of information and 

communication invaded us in our workplaces, our schools 
and universities and more than ever necessary in all areas, 
namely, the field of education. These technologies have 
opened new access routes to knowledge. The importance 
of knowledge and its continuous updating throughout life 
requires new forms of learning. Adaptive learning systems 
provide a framework to respond to this challenge and 
ensure to learners an online training on specialized 
concepts and without constraints of time.  

Adaptation to learner’s profiles in an adaptive system of 
learning is a subject that worries the scientific community 
for a long time. The adaptation is to customize content and 
their presentation to the profiles of learners in order to best 
satisfy their needs and ensure a fast and efficient learning. 
The techniques related to adaptation are numerous and are 
based all on the learner and the domain model. Several 
research works are concerned. Brusilovsky et al. in [1] and 
[2] provides techniques and methods of adaptation based 
on the model of the user, Piombo [3] proposes a solution 

based on Bayesian networks for adaptation of learning 
activities, Zinber [4] proposes a service-oriented solution 
based on ontologies for the generation of personalized 
courses, Masun Nabhan [5] used Fuzzy -ART2, neural 
networks and fuzzy logic to provide to the learners an 
adaptive learning environment, Markowska-Kaczmar et 
al. [6] used artificial intelligence techniques to better 
identify the characteristics of learners in order to improve 
the quality of personalized learning resources. 

In this paper we propose a solution based on semantic 
web technologies and Bayesian networks, semantic web 
technologies are designed to make Web resources more 
accessible to machines, that is to say, equip the machines 
capabilities to truly understand and accurately as possible 
the meaning of the information contained in these 
resources to operate effectively. On the other hand, 
Bayesian networks are used in many areas and have been 
successful in applications where there is decision making. 
In this solution our probabilistic model aims to make 
decisions about the choice of hypermedia units for the 
construction of evolutionary personalized learning paths. 

This solution has the pretension to help learners, 
lamenting the difficulties or gaps, develop new concepts 
or improve their knowledge or expertise. Learners can use 
the tool outside the classroom by targeting directly the 
objectives to understand while taking advantage of an 
adaptation that takes into account their knowledge and 
learning styles during the generation of learning paths.  

II.  APPROACH BASED ON BAYESIAN NETWORKS 

A. Bayesian Networks 
 Bayesian networks (BN) [7] initiated by Judea Pearl in 

the 1980s based on the theories of probability and graphs 
to represent knowledge formalism. They have been 
developed in several areas in the decision-making systems 
and expert systems, they are based on probabilities and 
incorporate uncertainty in their reasoning. More formally, 
a Bayesian network B = (G, !) is defined by parameters ! 
= {(P (Xi | Pa (Xi))} which is the set of probabilities for 
each node Xi conditional on the state of its Parents Pa (Xi) 
in G, and a graph G which gives a visual on the 
dependency relationships between the different variables 
of the network.  

Bayes theorized that the probability of future events can 
be calculated according to the probabilities of their 
parents. Theorem Bayes states: 

P(A/B)= ! ! ! !!!!!
!!!!
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with: 
     P (A): a priori probability; 
     P (A / B): a posteriori probability; 

Bayes' theorem is used to calculate the a priori 
probabilities for a set of variables based on the probability 
that other variables are supposed known in advance. 

B. Learning of Bayesian Networks 
The learning of a Bayesian network is the most 

important phase to validate it structure, in general there 
are two types of learning in the literature: learning of 
structures to find causal relationships between variables in 
the Bayesian network model and learning of parameters is 
to find the estimation of conditional probabilities. 

1. Learning of Structures 
The structure of a Bayesian network is usually defined 

by experts. But it is also possible to use algorithms to 
build the network. Amongst these algorithms there are 
those who are to identify the various causal relationships 
between variables, and others who are trying to quantify 
the suitability of a Bayesian network to solve the problem, 
that is to say: associate a score to each Bayesian network. 
An exhaustive approach is impossible in practice; in fact, 
the number of possible structures for nodes is super-
exponential. The following formula demonstrated by [8] 
gives the number of possible structures from nodes. 

        1      ,   n=0 ou 1    
 !! !!!! !!!!

!!! !! !!! !" ! ! ! !!!!!! ! !  

 
Several heuristics to solve this problem have been 

proposed in the literature [7]. Among these methods are: 
Algorithm PC (causal search) Tree maximum weight, the 
greedy search (GS).  

2. Learning of Parameters 
The learning of parameters is an approach that involves 

estimating the conditional probability tables of variables. 
For this, two methods can be used depending on the state 
of the database, either from complete or incomplete data. 
At first, if all variables are observed, the easiest method 
and most used is the statistical estimate, which is to 
estimate the probability of an event by the frequency of 
occurrence of the event in the database. This approach, 
called maximum likelihood gives us then [7]. 

  P(Xi=xk|pa(Xi)=xj)=!!!!!!!
! = !!!!!!

!!!!!!!
                              

Where Ni,j,k is the number of events in the database for 
which the variable Xi is in the state Xk and his parents are 
in Xj configuration. 

In a second time, in practical applications, databases are 
often incomplete. Some variables are observed only 
partially or never. Many methods attempt to estimate the 
probability density of the missing data. Consider the case 
of the Expectation Maximization algorithm (EM) [7] 
which is one of the most widely used algorithms for 
learning in BN. 

III. APPROACH BASED ON LEARNING STYLES OF 
LEARNERS

Learning styles are one of the individual differences 
that play an important role in learning. The learning style 
means anything that is characteristic of an individual 

when he learns, ie the specific approach to a learning task, 
the activated learning strategies during performance of a 
task. Several definitions of learning styles have been 
proposed in the literature, we retain its of Beshuizen et al. 
"A predisposition on the part of some students to adopt a 
particular learning strategy regardless of the specific 
requirements of the learning task"[9].  

Learning styles can be seen as cognitive styles that 
learners prefer to store and process information. 
Numerous studies have shown the importance of taking 
into consideration the students learning styles in the 
adaptation of learning sessions. Indeed, the interest of 
researchers in the field of learning styles was born several 
models of learning styles [10]: Kolb model, Honey and 
Mumford model, Felder and Silverman model... etc.  

In this article, we used the Felder and Silverman model. 
The Felder and Silverman model classifies learners 
according to the means they use to collect information and 
process that information. In this model, the preferences of 
students are classified into four dimensions, the following 
table summarizes the classifications of learning styles by 
Felder and Silverman: 

TABLE I.   
FELDER AND SILVERMAN LEARNING STYLE MODEL  

!"#$%&%'()*+,"( -.#$#-*"$&/*&-(

0-*&1"23"4,"-*&1"(

Active : retain and understand information 
best by discussing it, applying it or explaining 
it to others; prefer group work; 
Reflective: retain and understand information 
best by thinking about it first ; prefer working 
alone ; needs thinking time during lectures.  

)"%/&%'25%*6&*&1"!

Sensing : like to learn facts; tend to be more 
practical and careful; do not like courses that 
have no apparent connection to the real world 
Intuitive: prefer discovering possibilities and 
relationships ; like innovation and dislike  
repetition; tend to work faster and are more 
innovative but may be careless 

7&/6#,(2(7"$8#,(

Visual : remember best what they see, (e.g. 
pictures, diagrams, demonstrations); 
Verbal: gets more out of words, either written 
or spoken explanations.  

)"96"%*&#,2:,;8#,!

Sequential: gain understanding in small 
sequential, logical steps; 
tend to follow logical stepwise paths while 
problem solving; may not understand material 
fully but are still able to solve problems and 
pass tests. 
Global: seem to learn in large jumps, 
absorbing material almost randomly without 
seeing connections, then suddenly "getting it"; 
may be able to solve complex problems 
quickly, or put things together in a novel way 
once they have grasped the big picture; may 
have difficulty in explaining their knowledge; 

 

IV. APPROACH BASED ON SEMANTIC WEB 
Introduced in 2001 by Berners-Lee, the Semantic Web 

responds to web 2.0 in developing approaches and 
techniques to machine not only store information but to 
understand their meaning in order to give users what they 
want in such a way unambiguous [11]. Currently, the 
machines do not have to blindly manipulate information, 
but they must perceive the data they process in order to 
facilitate the communication between computer systems 

NS= 
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and users. For this, the machine must not only have access 
to the information used by the human being but also the 
semantics associated with them. The semantic web is the 
core technology of Web 3.0 and has come to give to 
machine the dimension of perception the semantic of 
information processing. With Semantic Web technologies, 
machines can collect and process data available on the 
web to ensure a better use. 

Ontologies [11] are one of technologies of the Web 
Semantic the most prevalent in the field of knowledge 
management; they aim to represent knowledge so as to be 
perceptible to the human and the machine. In this paper, 
we exploited the semantic web technology to represent the 
characteristics of learners, educational resources and 
teaching approaches to ensure effective exploitation 
during the construction of personalized learning paths. 
Ontologies that we designed within the framework of the 
solution plays a crucial role in the mapping between the 
intentions of learners and profiles of hypermedia units. 
We have designed a number of ontologies to manage all 
information used by the architecture. Let's start with the 
ontology of goals. 

A.  Ontology Of Objectives 
The ontology of objectives defines a classification of 

educational objectives that are used, by learners to 
formulate their intentions and hypermedia units to specify 
the objectives they seek to achieve. An objective is 
defined by its type and a subject taught in the field and can 
be measured by a degree of control (very low, low, 
average, good, very good). We chose Bloom's taxonomy 
[12] to classify the objectives of the field taught. Bloom's 
taxonomy is organized into six categories "knowledge", 
"understanding", "application", "analysis", "synthesis" and 
"evaluation". This organization requires a linear 
exploration levels, ie, to achieve the objectives of a higher 
level must meet the objectives of the level which is 
directly below, for example, to achieve the level of 
analysis it must first meet the objectives of application-
level and so on. Figure 1 gives a graphical representation 
of the ontology of goals using the concepts of OWL 
namely the concepts of class, ObjectProperty, 
DatatypeProperty, …etc. 

 
Figure 1.  Ontology of Objectives Based on Bloom's Taxonomy 

B. Ontology Of Learning Resources 
To remedy the problems of re-use, accessibility and  

interoperability of learning objects, we have developed an 
ontology used to define the terminology for the 
description of educational resources. We chose to 
decomposing each chapter into several units hypermedia, 
hypermedia unit represents the finer level of granularity of 
contents may be reused in several courses. Each unit 
responds to an operational objective and may take several 
forms, audio, video, text, image ... etc. To index and 
provide context to use hypermedia units, we defined three 
levels of description based on the LOM standard [13]. 
These levels are used to represent the all information 
hypermedia unit, including the teaching method the most 
adequate for its implementation, the figure 2 shows an 
overview of the ontology. 

C. Ontology Of Learners Profiles 
This ontology defines the learner profiles by modeling 

their preferences, goals, skills and learning styles. To 
design this ontology, we adopted the standard IMS-LIP 
[14], we expanded it’s to include the learning styles of 
learners according to the Felder and Silverman model.The 
Felder and Silverman model accepts the characteristics of 
learners in terms of learning styles, according to four 
dimensions: 
i. Perception: Sensory / Intuitive 
ii. The preferred format: Visual / Hearing 
iii. Participation: Active / Reflective 
iv. Presentation of content: Sequential / Global 

This ontology is used by the system for the mapping 
between the demands of learners and profiles of 
hypermedia units to best meet their needs. It is also used 
to update the profiles of learners at the end of each 
training session or following a request of the student if his 
performance is modest. The figure 3 shows an overview 
of the ontology of learner profiles. 

V. THE ADAPTATION MODEL 
We come to the heart of our system, in this section we 

will focus on the presentation of the principles of 
adaptation and dynamic composition implemented by the 
proposed solution for generating personalized learning 
paths. The adaptation model intelligently imitates the 
work of teachers in planning learning sessions respecting 
preferences, learning styles and goals of learners.  

For this, the adaptation model applies a number of 
techniques to respond to requests of learners. These 
techniques are applied after decomposition of the 
formulated objective to operational objectives. 

A. Adaptation According to the Learning Styles of 
Learners 
Our solution incorporates in its model adaptation, an 

adaptation according to the learning styles of learners. In a 
first time, and for their first authentication, learners must 
respond carefully to questionnaire of Felder and 
Silverman to communicate their learning styles. The 
system stores the responses of learners to identify their 
learning styles for use during the construction of 
personalized learning paths. Adapting the learning paths 
according to the learning styles, is used to determine the a 
format of hypermedia units the most preferred by the 
learner and the number of exercices, the number of exam- 
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Figure 2.  Ontology of Resources 

 
Figure 3.  Ontology Of Learners Based on IMS-LIP 
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ples and the position of the summary that may include the 
learning paths. To determine the preferences of learners in 
terms of number of exercises, examples ... etc.. We based 
on the study that was conducted by Graf [15] showing the 
relationship between the parameters and learning styles. 

B. Adaptation According To The Cognitive State Of The 
Learner 

The proposed solution is based on approach of  
pedagogical by goals, formulating intentions of learners as 
objectives is already a customization in itself because first, 
the educational criteria that channel its formation are 
expressed unnoticed and then, part of the educational 
criteria is explicitly expressed. Indeed, the learner directly 
target concepts to apprehend when choosing appropriate 
targets. It is therefore, a personalization  guided by goals. 
Thing that facilitates the task for the learner and the 
system, because only hypermedia units responding to the 
objective formulated will be returned and then passed to 
the cognitive filter.  

This second adaptation technique is to apply the rules of 
adaptation related to the cognitive state of the learner. 
Adaptation by cognitive status consists in calculating the 
degree of mastery of pre-required concepts before 
exposure learning contents. To calculate the degree of 
mastery of the knowledge, the system uses the following 
formula: 

DM(C)= !"!!"!
!

!
! , with DM(!!)=

!"!!"#!
!

!
!!!  and DM 

! [0..1]    
with,  
DM (C):   Degree of mastery of the competency C; 
DM(Oi): Degree of mastery of the objective Oi 

component competence; 
DM (SOj): Degree of mastery of the sub-objective SOj 

component the objective Oi, if Oi is decomposable. 
The obtained value of DM(C) or DM (Oi) is interpreted 

as follows: DM between 0 and 0.2 or 0.3 and 0.4, the level 
of pre-required knowledge in this case corresponds 
respectively to very low and low. The system proposes to 
the learner the activities to fill gaps before him are 
presented learning course asked. 

DM between 0.4 and 0.6, between 0.7 and 0.8 or 
between 0.9 and 1, the level of pre-required knowledge in 
respectively medium, good and excellent. The system 
chosen in this case, and in so far as possible, the 
hypermedia units whose level of difficulty is in the 
vicinity of the pre-requisite knowledge of the learner. 

The system then performs a matching between the level 
of pre-required knowledge and the difficulty of HUs to 
choose the most appropriate HUs. After the selection of 
all hypermedia units meet all the operational objectives 
component the objective formulated by the learner, it is 
necessary to choose for each operational objective the 
hypermedia unit who is more appropriate. To do this, the 
system uses a Bayesian model that calculates for each set 
of hypermedia units embodying the same operational 
objective, the probability of success of each depending on 
the characteristics of the learner to choose the most 
likelihood of success high. 

C. Adaptation Learning Paths Using a Bayesian Model. 
So far, adaptation techniques we used in our solution 

can indeed adapt learning paths to the learner profiles. 

However, several learning paths can be generated. The 
system must choose the nearest to the profile of the 
learner. To do this, we propose a Bayesian model for 
creating evolutionary learning paths. Evolutionary 
learning paths are generated progressively as learners 
advance in his career, ie, in real time and take into 
account the results of intermediate tests taken by the 
learner,  learning style and degree of control of 
knowledge required, for pre-selection the most 
appropriate next hypermedia unit. This is a technique that 
aims to help the system to make decisions on the choice of 
the most appropriate hypermedia units and suddenly 
approaching the maximum possible to the learner profile.  

This refinement of the learning paths based on a 
Bayesian model allows to the system to take more 
minutely the knowledge of learners and avoids the 
generation of several learning paths. Let's start by 
identifying variables and the structure of the Bayesian 
model. Then, we present the results of validation of this 
model. 

1.  Structure of Bayesian Model 
The Bayesian model that we propose is a causal 

network, his structure is defined based on discrete and 
continuous variables representing the characteristics of the 
learner, the results of intermediate tests and metadata 
hypermedia units.  

Learner characteristics: Characteristics of learners that 
we have taken into account for the choice of the most 
appropriate hypermedia unit are:  

Learning styles of learners are represented by four 
discrete random variables S = {S1, S2, S3, S4}. Each 
variable represents the projection of the learner on one of 
the axes of the Felder and Silverman model (Visual-
Verbal, Sequential-Global, Reflective-Active, Sensory-
Intuitive). Each variable{Si} i = [1,4] is an integer 
between -11 and +11. Si!![-11,-9,-7,-5-3,-1,1,3,5,7,9,11] 
;!!i!{1,2,3,4 } . 
• The result of the formative evaluation (intermediate 

test),that occurs after each operational objective, is 
stored in a continuous random variable FE!! [0..20]. 

• The degree of mastery of pre-required knowledge is 
represented by a continuous variable DM ! [0..1]. 

  Hypermedia units characteristics: The hypermedia 
units are characterized by educational and pedagogical 
features that allow them to distinguish themselves from 
each other. In our Bayesian model, we selected the four 
heavy characteristics of hypermedia units, represented by 
four discrete random variables {HU= HU1, HU2, HU3, 
HU4}: 
• The HU1 variable represents the format of the 

hypermedia unit. It can take three values UH1!{T, A, 
V} (T) text illustrated with pictures and / or diagrams 
(A) Audio with graphics and / or drawings of 
illustration and (V) Video or Animation accompanied 
by textual explanations. 

• The HU2 variable reprents the level of difficulty of the 
hypermedia unit. It can take five values HU2!{VE, E, 
M, D, VD}, with VE = Very Easy, F = Easy, M = 
Medium, D = Difficult and VD = Very Difficult. 

• The HU3 variable represents the appropriate teaching 
method to exposure the hypermedia unit. It can take 
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three values HU3!!{E, A, I}, with E = Expositive, and 
A = Active I = Interrogative. 

• HU4 the variable represents the number of examples 
involving the hypermedia unit. It can take a value 
between HU4 [0 .. n]. 

In addition, each learning objective may not have any 
concept prerequisites, as it can have several. Pre-required 
knowledge directly influence the acquisition of new 
knowledge. The figure 4 shows the relationship the degree 
of influence between mastery of pre-required knowledge, 
learning styles of learners and formative evaluations on 
the success of hypermedia units. 

The problem consists in selecting among all candidates 
hypermedia units of learning that the probability of 
success is the highest. To do this, we must calculate the 
probability of success of all HULs candidates and choose 
the most appropriate HULappro, ie, the one who is the 
probability of his success is the highest. The calculation of 
this probability is based on the following parameters: the 
degree of mastery of prerequisite objectives, results of 
formative evaluations (FE) and learning styles of learners. 
Degrees of mastery of all pre-required objectives and 
result in FE upstream the objective OOj have a causal 
influence on the acquisition of this objective (OOj). In 
other words, if the level of pre-required knowledge is 
good, and the results of formative evaluations are 
satisfactory, the probability that the learner successful the 
objective is high. 
HULappro =argmax{P(Success|{HU1, HU2, HU3, HU4},{FE,DM}} 

The probabilities that we need to specify in the network 
of figure 5 are the a priori probabilities of nodes with no 
parent: master's degrees pre-required knowledge, 
formative evaluations, learning styles and the probability 
distribution conditional variables associated with different 
parent nodes. 

P(Si) i=1,….,4 probability of  learning styles. 
P(FE) Probability of formative evaluations.  
P(HUi|DM)  
P(HUi|FE) 
P(HUi| Sj) !! ! !!! !!! 
P(HUi|DM,EF,S1,S2,S3) !! ! !!! !!! 
P(Success|HU1, HU2, HU3, HU4,DM,FE) 

2. Calculations and validation of the model 
When a student valid his operational objective, it 

should be to select among all candidates hypermedia 
units, fulfilling the following operational objective, which  
is more appropriate. This is the role of Bayesian model 
that calculates the probability of success of all hypermedia 
learning units and choose the highest. First, a phase of 
discretization of continuous variables in our Bayesian 
model is essential, subsequently, we started the phase to 
estimate the initial probabilities and conditional 
probability densities (CPD). These probabilities are 
calculated from the training examples or can be given by 
domain experts. To assign the initial probabilities to the 
variables of our Bayesian model, we adopted an 
experimental approach with sample of 101 students 
divided into three groups (GR1.35 students) (GR2. 34 
students) and (GR3. 32 students). We first collected their 
learning styles using the questionnaire Felder and 
Silverman. Then, we proposed learning activities and 
assessment of different levels of difficulty and different 
formats. We then measured the degree of success for each 

learning activities based on the characteristics of learners 
and those of hypermedia learning units. Some data were 
incomplete, such as learning styles, students have not 
answered all the questions, which sometimes makes the 
calculation of the learning styles impossible, some results 
were strange, very good pre-required with results that are 
too weak. Table II shows a sample of the data obtained, 
we worked on a reduced set of variables to facilitate the 
calculation: 

TABLE II.   
EXTRACT FROM THE EMPIRICAL RESULTS 

<=>( <=?( @A( BC( )D( )>( )?( )6--"//(

7B( 0 B M Active Visual Intuitive Y 

B( 1 M B Active Verbal Sensoriel Y 

@( 2 B M * Visual Sensoriel Y 

7@( 1 B T Reflexive Visual Intuitive N 

@( 0 TB M Reflexive Verbal Intuitve Y 

7@( 0 F M Active * Sensoriel * 

A( 1 M F * Verbal Intuitive Y 

 
Figure 4.  Causal relationships that influence the learners 

 
Figure 5.  Structure of our Bayesian model 
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Method most used for the estimation of probability 
distributions in a Bayesian network from complete data 
method is the statistical estimate. This is to estimate the 
probability of an event by the occurrence of the event in 
the database. This approach is called maximum likelihood 
(ML). She then gives us: 

P(Xi=xk|pa(Xi)=xj)=!!!!!!!
! = !!!!!!

!!!!!!!
                              

 
Where !!!!!!!is the number of events in the database for 

which the variable Xi is in the state Xk and his parents are 
in Xj configuration. 

However, another method can be used to estimate the
probability distributions in the case where the data are 
incomplete. In most cases the databases are partially 
incomplete. It is then necessary to choose the most 
appropriate to estimate the missing data method. These 
can be estimated by using the EM algorithm (Expectation 
Maximization) [16], [7]. EM uses the iterative 
optimization method to estimate the unknown 
parameters!!

!
!, based on measured variables K and data 

hidden J. The idea is to maximize the a posteriori 
probability of the unknown parameters (marked with *) 
knowing K while marginalizing J. 

!! ! !"#$!% !!!! !!!!
!!!

 

The data obtained are used to calculate the parameters 
of each node in the Bayesian network. 
We used the EM algorithm to estimate the a priori 
probabilities and missing data. For validation of our 
Bayesian model (Figure 6) we used 80% of the data for 
training and 20% for validation.  

The following figure shows the performance of the EM 
algorithm for estimating missing data and initialization 
tables of conditional probabilities. 

 
Figure 6.  Running the EM algorithm to estimate the density of missing 

data 

A probabilistic inference can be performed in the 
network to calculate the posterior probabilities for 
different variables of hypermedia units and then infer the 
probability of success. Several inference algorithms for 
Bayesian networks have been developed include a few: 
the algorithm "Message Passing" algorithm "junction tree 
JLO" algorithm and "cut-conditionning set" of Jensen ... 
etc. We used the algorithm "Message Passing" applied to 
junction trees of maximal cliques. Hypermedia unit 
corresponding to the maximum probability of success will 
be selected. In addition, we use a continuous 
reinforcement of the network for new cases observed are 
used to reinforce the Bayesian model parameters. 

CONCLUSION AND FUTURE WORKS 
In this paper we have presented a solution based on 

Bayesian networks and the Semantic Web for the 
construction of evolutionary personalized learning paths. 
In a first time, we designed several ontologies to represent 
the information used by the architecture. First, the 
ontology of learners to represent their profiles based on 
standard IMS-LIP while integrating their learning styles 
according to the Felder and Silverman model, ontology of 
resources is designed on the basis of standard LOM to 
index hypermedia units of learning and assessment, and 
then the ontology of educational objectives that can 
represent the objectives of a training module according to 
Bloom's taxonomy. In a second time, we developed a 
Bayesian model based, firstly, on cognitive and 
psychological characteristics of students and, secondly, 
the pedagogical and educational features of hypermedia 
units to calculate the probability of success of the last and 
choose the highest.  

As a perspective of this work, we plan to use other 
artificial intelligence techniques such as neural networks 
and the algorithm of K Nearest Neighbor (KNN) to 
generate personalized learning paths and thus be able to 
compare their results with the network Bayesian. 
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