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Abstract—With the development of Chinese economy, overseas Chinese education has been paid more and more attention. However, the overseas Chinese education resource is relatively lack because of historical reasons, which hindered further development. How to better share the Chinese education resources and provide intelligent personalized information service for overseas student is a key problem to be solved. In recent years, the rise of cloud computing provides us an opportunity to realize intelligent learning mode. Cloud computing offers some advantages by allowing users to use infrastructure, platforms and software. In this paper we proposed an intelligent cloud learning model based on cloud computing. The learning model can utilize network resources sufficiently to implement resource sharing according to the personal needs of students, and provide a good practicability for online overseas Chinese education.

Index Terms—overseas Chinese education, cloud computing, online learning, student modeling.

I. INTRODUCTION

Since the reform and opening up, Chinese economy has become an important force in the trend of world economic integration. With the rapid development of economy, Chinese education around the world has also been warming up [1, 2]. For different education groups, the traditional education model cannot meet the requirements. Online education is one of the main ways for Chinese education, because it can make it more convenient to get Chinese knowledge.

Nowadays, the existing online education model simply provided education resources to students which cannot effectively meet the practical needs of students. Only when the interests, preferences and access mode of students are better understood, it is possible to provide education resources to students according to the needs of students [3]. Student groups modeling method should be automatically constructed according to the personal needs of students. In recent years, there has been some research about student group modeling [4]. It can offer better information service only when the student groups can be effectively identified.

Many large-scale scientific computations need to use high-performance computers. However, the costs of developing and using high-performance computers are high. At the same time, specialized operating systems and programming languages are necessary for these computers, which leads to poor portability. Today, most of such researches take advantage of existing network system by performing distributed parallel computing, which achieves similar results as high-performance computing. Because of the widespread availability of network, there are many applications of distributed parallel computing in a variety of end-use situations [5-7].

Cloud computing refers to both the applications delivered as services over the Internet and the hardware and systems software in the data centers that provide those services [8]. In the core of such a non-uniform environment, facilitating interoperability, portability, and integration among heterogeneous platforms is nontrivial. Cloud computing is the integration and development of distributed computing, utility computing, virtualization technology, Web services and grid computing technology, thus it can provide the hardware services, infrastructure services, service platform, software services and storage services to various Internet application. Cloud computing can obtain the computing ability by thousands of cheap terminals via high-speed Internet, which can avoid duplication investment of large amount of hardware.

Because of simple in principle and robust, cloud computing has been applied successfully to all kinds of computation-intensive problems such as E-learning [9-11], X-Learning [12], E-government [13], E-Commerce [14] and other area [15], etc.

Take full account of student's information, a new intelligent service model is proposed in this paper which can provide an efficient, consistent and personalized model for online overseas Chinese education.

The rest of this paper is organized as follows. In section 2, the background of cloud computing is introduced. An intelligent cloud learning model is presented in section 3. In section 4, The implementation of proposed model is introduced. Finally, some conclusions are given on the model.

II. BRIEF INTRODUCTION TO CLOUD COMPUTING

Cloud computing refers to both the applications delivered as services over the Internet, the hardware and systems software in the data centers that provide those services. Cloud computing has been widely recognized as the next generation’s computing infrastructure. Cloud computing is a computing technology that leverages cloud’s resources for “enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”, as NIST [16] defined.

Three layer service model is a significant feature of cloud computing, including infrastructure services (IaaS),
platform service (PaaS) and software service (SaaS). Three layer architecture of cloud computing platform is shown as figure 1.

1) Infrastructure layer (IaaS). Users can directly access to virtual machine or other resources through the Internet and other services. IaaS provides to users not only including virtualization computing resources, but also the network bandwidth.

2) Platform layer (Paas). The platform layer can be considered the core layer of the whole cloud computing systems, including parallel programming and development environment, structured massive data, distributed storage management system and mass data distributed file system. Services provide a development platform and related services to the user, and user can directly access to related software development and running environment.

3) Application layer (SaaS). The application is referred a service available to the user. User can access service provider directly, pay on demand, which can save the cost of hardware.

III. INTELLIGENT CLOUD LEARNING MODEL

In this section, we proposed an intelligent learning model based on cloud computing. The intelligent cloud learning model consists cloud monitor, resources pool, cloud server pool and students. Cloud monitor is responsible for managing resources pool and cloud server pool. Cloud nodes in server pool is responsible for the analysis of students’ information, and returns the resource according to the needs of students. When computers online apply for joining the system, monitor adds it to cloud server pool. If one node is in error, monitor deletes it from the server pool. When Students submit task to the system, cloud monitor connects nodes in the server pool, sends student’s information to the nodes and gathers result from the cloud nodes. If task is completed, all the threads are ceased. And all the results are summarized and exported. The intelligent cloud learning model is shown as Fig.2.

The Main program with fault-tolerant Mechanism can be described as follow:

1. Cloud monitor manages server pool and adds the computers which apply for joining to pool;
2. Cloud monitor manages resource pool and returns the resource to the students according to the needs of the student;
3. Cloud monitor runs serial task and creates a thread for each cloud node. The following steps are run in each thread;
   • Nodes analysis of students’ needs and report the result;
   • If cloud node is in error, it puts the incomplete task blocks back to pool to let other nodes to complete.
4. If task is completed, all the threads are ceased. And all the results are summarized and exported.
IV. THE IMPLEMENT OF CLOUD LEARNING MODEL

In this section, the implement of proposed model is present. Firstly, we construct student information vector based on interest information, preference information and browsing history. Secondly, we cluster students into some certain groups. Finally, the implement code of cloud monitor, service pool and resource pool is given.

A. Student vector space and similarity measure

The student information can be represent as a vector
\[
s(I, E, H) = \begin{pmatrix} I_1 & E_1 & H_1 \\ I_2 & E_2 & H_2 \\ M & M & M \\ I_n & E_n & H_n \end{pmatrix}.
\]

Where \( I_i (i = 1, 2, L, n) \) is interest information of students, \( E_i (i = 1, 2, L, n) \) indicates emotional and preference information of students, \( H_i (i = 1, 2, L, n) \) is browsing history of students. So we can better describe the relationship between student groups.

How to measure the similarity between two students is a core problem, the similarity between student \( s_i \) and student \( s_j \) can be calculated by the following formula:

\[
similarity(s_i, s_j) = \lambda_1 sim(I_i, I_j) + \lambda_2 sim(E_i, E_j) + \lambda_3 sim(H_i, H_j) \tag{1}
\]

Where \( \lambda_k (k = 1, 2, 3) \) are the feature weights.

\[
sim(I_i, I_j) = \sum_k \alpha_k sim(I_{ik}, I_{jk}) \tag{2}
\]

\[
sim(E_i, E_j) = \sum_k \beta_k sim(E_{ik}, E_{jk}) \tag{3}
\]

\[
sim(H_i, H_j) = \sum_k \gamma_k sim(H_{ik}, H_{jk}) \tag{4}
\]

Where \( \alpha_k = \beta_k = \gamma_k = \frac{1}{n} \).

\[
sim(I_{ik}, w_{jk}) = \frac{\alpha}{dis(I_{ik}, I_{jk}) + \alpha} \tag{5}
\]

Where \( dis(I_{ik}, I_{jk}) \) represents the semantic distance in the digital dictionary \( \alpha \) is a constant.

\( sim(E_{ik}, E_{jk}) \) and \( sim(H_{ik}, H_{jk}) \) have similar definitions.

The realization process in cloud node is shown as Figure 3.

B. Student clustering algorithm

Clustering is the task of grouping a set of objects in the same group. K-Means algorithm is one of the most commonly used clustering algorithms to put data into groups based on distance between nearest neighbors.

The main steps is given as follow:
1. Construct Initialization student information vector;
2. Calculate the similarity of student groups using equation (1);
3. If the similarity is within a certain threshold, we can cluster student groups on the training by using K-Means clustering;
   - Choose some manner in which to initialize \( m_i \) to be the mean of each group.
   - For each example in your set, assign it to the closest group (represented by \( m_i \)).
   - For each \( m_i \), recalculate it based on the examples that are currently assigned to it.
   - Repeat steps 2-3 until \( m_i \) converge.
4. Output the student groups.
C. The Realization And Key Code Of Our Model

The implementation code of cloud monitor, service pool and resource pool are given, as shown in Figure 4.

The cloud monitor comprises the main process, nodes monitor process and resource pool monitor process. The main process is the core of the model, it can realize the main interface, the creation of multi-thread, the invocation of remote object and the summary of analysis results. The nodes monitor process is responsible for the management of cloud nodes. Any host on the network can apply to the model by registering IP address and port number. Nodes monitor process then join it to server pool. The resource pool monitor process is mainly responsible for the construction of resource pool. It can divide the resources into a number of resource blocks and add the resource blocks to resource pool.

D. Some Relevant Data Structures

Resource block class is a custom class. It defines the various information of resources. It contains some public member variable such as resource ID, resource basic data and resource categories. Each resource block is an instance of resource block class. Assume that the resources are composed of some resources, the cloud monitor divided the resources into a number of resource blocks. Resource ID represents the start position of resources. Resource basic data contain some resource information, it can be a structure. Resource categories describe the categories of resource. The data structure of resource class is shown as Figure 5.
The cloud node class is a custom class. It defines the various information of cloud node, and contains some public variable member such as IP address, port number. Each cloud node are an instance of cloud node class. The cloud monitor can determine the location of cloud node by the IP address and port number. The data structure of cloud node is shown as figure 6.

<table>
<thead>
<tr>
<th>IP address</th>
<th>Port number</th>
</tr>
</thead>
</table>

Figure 6. The data structure of cloud node class

V. CONCLUSIONS

In this paper, we present an Intelligent learning model for online overseas Chinese education based on cloud computing. We got the following conclusions.

1) The proposed model can better share the Chinese overseas resources and provide intelligent personalized information service for students.

2) The cloud service model has good extendibility. In fact, using the model to do parallel service is quite easy. For example, we can use campus network to do the experiment. One computer in the network performs as monitor and other computers can join server pool after applying to the monitor. They can download service software and join parallel service.

The learning model has a high speedup and cloud computing can utilize network resources sufficiently to implement resource sharing, and provide a good practicability and a promising future in application. In the feature, we will apply this idea to other tasks.
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