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Abstract—A scientific, objective and accurate assessment of 
teaching quality is helpful in finding the relevant problems.  
So a highly accurate, quick and easy-to-implement teaching 
quality assessment system is necessary to build. The index 
value of the pulsed GTAW pool dynamic process by support 
vector machine inference and support vector machine neu-
ral networks is implemented in the teaching quality evalua-
tion system. The teaching quality assessment system was 
tested on 30 teachers in a college. The results show that the 
assessment system is increasingly evidence-based. And the 
system can improve teaching quality and teaching manage-
ment implementation. 

Index Terms—teaching quality, evaluation system, support 
vector machine technology 

 INTRODUCTION I.
The reformation of education assessment undergoing 

revealed a new vision of assessment for teaching and 
learning, in which the Developmental Assessment Theory 
for Teaching and Learning (DATL) was applied and In-
formation and Communication Technology was necessari-
ly utilized. In this dissertation, the author paid serious 
attention on how to develop ICT platform to support the 
developmental assessment for teaching and learning[1-2]. 
As for this purpose, the author also focused on how to 
carry out developmental assessment, what’ s support 
needed in carrying out developmental assessment. With 
the ICT platform dedicated for developmental assessment, 
the author also pointed out what’ s the tentative practice of 
developmental assessment said in test-bed schools.  

With the development of internet and multimedia tech-
nology, web-based teaching is turning into an important 
teaching method day by day. As a key part of web-based 
teaching system, a good and effective teaching evaluating 
system is capable of testing teaching results, diagnosing 
teaching problems and formulating effective interactive 
state and feedback between teachers and students[3]. 
However, China’ s web-based teaching evaluating systems 
currently are not perfect and many of them only offer 
none directional evaluating functions, for example the 
evaluation on the studying results of students. Moreover, a 
majority of studying evaluating systems adopts terminal 
assessment or the testing way through collecting students’ 
behavior information based on their electronic records. 
Either those evaluating systems did not attach importance 
to the characteristics of web-based teaching or did not 
utilize the advantages of computer platform. What’ s more, 
most of the teaching platforms currently did not offer a 
way for students to assess the teaching resources including 
teacher teaching contents studying resource and study-
ing supporting system evaluation. So, the educational 

managers have no way to find out the advantages and 
disadvantages of the teaching platform, which makes the 
enhancement of the teaching quality impossible. 

With the deepening of China’ s educational reform, 
teaching quality assessment which seen as an important 
link of operational mechanism of future education is being 
more and more valued by educators, develop and enhance 
teaching quality assessment has become an important and 
urgent problem. Establishing a scientific, objective, fair 
and practical teaching quality assessment system and 
method is an important content for colleges and universi-
ties9 teaching quality monitoring. Good works of the 
teaching quality assessment not only enhance teachers’ 
teaching sense of responsibility, stimulate teachers9 en-
thusiasm and creativity, but also promote educational 
reform, guide teaching management, and provide the 
necessary basic data for the appointment and assessment 
of the colleges and universities5 jobs. However, because 
of heavy workload, complicated statistics and other rea-
sons, colleges and universities often make the teaching 
quality assessment a mere formality, simple or one-sided. 
As the issue that difficult to implement educational as-
sessment has been harassment for higher education devel-
opment, the difficult to develop teaching quality assess-
ment become an obstacle to improve teaching quality, it is 
necessary to seek a new scientific assessment method. 

Multivariable linear regression and partial least-squares 
regression are limited to use in the above field because of 
their lack of ability to approach non-linear relationship. As 
a new technology, Artificial Neural Network has opened 
up a new avenue for pattern recognition, non-linear classi-
fication and artificial intelligence with its features of non-
linear mapping, learning classification and real-time opti-
mization, which has been applied in the field of education 
assessment. However, Artificial Neural Network also has 
such disadvantages as massive amount of computation, 
easy to fall into local extreme points, weak extrapolation 
and lack ability of generalization [4]. 

Support Vector Machine is a new machine learning 
method proposed by Literature [5] based on statistical 
learning theory. The topology of Support Vector Machine 
is determined by the support vectors, compared with Arti-
ficial Neural Network which topology depends on the 
experience, it overcomes the limitation of high dimension, 
local extreme points and small samples effectively, and 
has the advantage of both Artificial Neural Network and 
gray model [6]. Through the learning of teaching quality 
assessment samples, the relationship between teaching 
quality and its influencing factors can been defined, and 
thus an objective and accurate assessment of a specific 
teaching quality approached. 

4 http://www.i-jet.org



PAPER 
TEACHING QUALITY ASSESSMENT SYSTEM BASED ON SUPPORT VECTOR MACHINE TECHNOLOGY 

 

A scientific, objective and accurate assessment of 
teaching quality is helpful for detecting the relevant prob-
lems. It is also an important precondition for introducing 
improved measures and implementing teaching manage-
ment. Traditional assessment methods of teaching quality 
have such disadvantages as being subjective, complex 
computation and weak effectiveness. Based on the analy-
sis of various kinds of related methods, this paper puts 
forward a model for teaching quality assessment based on 
support vector machine. Theoretical and experimental 
results show that the model is effective in assessment, and 
compared with other methods, it is highly accurate, quick 
and easy to implement. The model is suitable for making 
teaching quality assessment in higher education. 

 OVERVIEW II.
The evaluation of teaching quality is a multi-level and 

multi-indicators problem. The evaluation system of teach-
ing quality consists of seven first-class indicators, namely 
the quality of teachers !1, teaching attitude !2, teaching 
content !3, teaching method !4, teaching design !5, teach-
ing ability !6 and teaching effectiveness !7. Each indicator 
in the evaluation system is of different importance and 
includes a number of factors (or second-class indicators). 
The meaning expressed by the factors may have similar 
content, in other words, there is a certain relationship 
among the factors. So they are not individually independ-
ent [7-10]. 

1. The quality of teachers: standard of Putonghua, de-
meanor, instrument. 

2. Teaching attitude: times of late, leave early and ab-
sences, status of counseling and marking students’ 
duties, emphasis of students’ feedback, attitude of 
give lessons. 

3. Teaching content: scientifically, advancement and 
practicability of knowledge, training of learning 
abilities, penetration of emotional attitude and values. 

4. Teaching methods: whether teaching objectives are 
clear or not, design of teaching strategies, design of 
teaching process. 

5. Teaching methods: the choice and applications of 
multimedia teaching, guiding of learning methods, 
inspiring of teaching methods, and pertinence of or-
ganizing class. 

6. Teaching ability: narrate the concept accurately, ana-
lyze the problem thoroughly, design blackboard writ-
ing reasonably, and operate experiment accurately. 

7. Teaching effectiveness: status of students* feedback, 
status of student’ testing, whether teaching goal is 
achieved or not. 

 METHOD AND ALGORITHM III.
In this section, we will discuss how to conduct the 

teaching quality evaluation system based on support vec-
tor machine technology. The main ideas of this paper are 
to implement the index value of the pulsed GTAW pool 
dynamic process by support vector machine inference and 
support vector machine neural networks. Structure of the 
proposed support vector machine is illustrated in Fig. 1. 

As in illustrated in Fig.1, the support vector machine
contains four layers: 1) Input nodes, 2) Membership func-
tion nodes, 3) Rules nodes and 4) Output nodes. Support 
vector  machine is designed based on a series of IF-THEN  
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Figure 1.  Structure of the proposed support vector machine 

rules, which is used to describe the input/output mapping 
relationship: 

1 1

2 2

( ) : k

k n nk

Rule k if x is A and
x is A and x is A!

 (1) 

, {1,2, , }kthen y w k N= ! !  (2) 
where ix  and y  refer to the input variable and output 

variable, and the symbol ikA  refers to the precondition 
part. Furthermore, kw  means the output action strength 
that is corresponding to ( )Rule k . Moreover, N refers to 
the number fuzzy rules, and n  denotes the number of 
input variables. Based on the above definitions, the details 
of the support vector machine model are explained as 
follows [11]. 

 
(1) Input nodes layer 
In this layer, each node is regarded as an input variable, 

and the node only can transmit input values to its neighbor 
and upper layer. 

1 , {1,2, , }i iv x i n= ! !  (3) 
(2)Membership function nodes layer 
In the second layer, nodes should be divided to N clus-

ters, and then each cluster should follow a fuzzy rule. In 
particular, each node of this layer is able to calculate the 
value of membership function. Assume that an external 
input is represented as 1

iv , and then the Gaussian mem-
bership function is described as followed. 
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where ijm  and ij!  refer to the centroid and the width of 
the Gaussian membership function respectively. 

(3)Rules nodes layer 
Different from the above layers, in this layer, the num-

ber of nodes means the number of fuzzy rules, and node in 
this layer is used to calculate the rule activation strength. 
Output values of this layer are listed in the following 
equation. 

3 2 , {1,2, , }ij ij
i

v v j N= !" !  (5) 

(4)Output nodes layer 
Based on the above four layers, output values of this 

layer are computed as follows. 
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so as to minimize the mean square error indicators: 
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Under the linear relationship, basic equation is shown in 
equation (2): 

( ) 0j ijkl k l kij ke u ! "# # $ # =  (10) 
The linear differential equation can be expressed into 

the following simplified forms: 
( , ) ( , ) 0L f x! !" = ,  

2( , ) ( )L T! ! "# = # +  (11) 

 EXPERIMENT RESULT IV.
Evaluation system is reasonable or not, the key lies m 

whether all factors can been considered comprehensively 
or not because this is the basis to guide students to score 
first-class indicators. Considering there is a certain degree 
of subjective arbitrariness in the scoring of each person, 
take average score of several students, thus this evaluation 
results are more authoritative and reliable. Based on the 
above evaluation system, the evaluation form is designed, 
and the teaching quality of 30 teachers in a college is 
investigated. The teaching quality assessment score by 
experts and students are listed in Table 1. Take 1 to 25 
samples as the learning samples, 26 to 30 samples as the 
test samples in the experiment. 

Assessment Model. SVM model is divided into learning 
model and predictive model the steps of modeling and 
prediction as follows: 

Pretreat all samples and value them between 0 and 1; 
Establish SVM learning model by the use of learning 
samples and obtain Lagrange parameters difference value; 
Establish predictive model according to at-a] and b. Input 
predictive sample index and get the value of teaching 
quality evaluation. Hardware environment is Pentium (R) 
4, 2.8 GHz CPU, 1.00 G RAM; Software environment is 
Matlab7. Value Penalty factor C 1000, s 0.004, RBF pa-
rameter 8 20. 

In order to contrast prediction effectiveness, Multivari-
able linear regression model, partial least-squares regres-
sion model and Artificial Neural Network model are con-
structed. Take the relative error, mean square error MSE 
relative to predictive samples and time-consuming of CPU 
as comparative index. 

(1) The experimental results. In order to contrast fit-
ting results of the four models directly, fitting effect dia-
grams of learning samples and predictive samples are 
obtained, shown in Figure 2. 

(2) Analysis of experimental results. The final pre-
dicted outcomes of the four models are shown in Table 2 
(P-value represents predictive value, A-value represents 
actual value, and T-CPU represents time-consuming of 
CPU). As can be seen from Table 2, the predictive error of 
Multivariable linear regression is relatively big and its 
average relative error is more than 5.5%. But the model is 
relatively simple, time-consuming of CPU is less. The 
prediction error of partial least-squares regression is big-
gest and its average relative error is more than 6%. Be-
cause of the need for iterative solution algorithm, time-
consuming of CPU of partial least-squares regression is 
more. 

There is one node in input layer which refers to teachers’ 
number and sample selection table is shown as table 3. 
Network is completed after 7638 training and the training 
performance is shown as figure 2. The trained neural net-
work is used to predict latter three years’ data and the 
results are shown as table 4 and figure 3. 

TABLE I.   
EVALUATION INDICATOR AND EVALUATION RESULTS 

Samples 
Indicator 

y 
!1 !2 !3 !4 !5 !6 !7 

1 6.607 3.368 4.746 4.756 2.232 4.318 6.161 7.219 
2 7.221 5.419 6.472 3.218 4.377 6.154 7.746 7.257 
3 8.375 6.601 7.801 5.329 5.301 5.981 6.077 8.605 
4 8.299 8.338 6.721 8.196 6.504 7.808 6.479 7.862 
5 8.306 8.159 5.441 9.350 7.703 9.357 8.152 7.529 

TABLE II.   
PREDICTED RESULTS OF THE FOUR MODELS 

Samples 
MLR model PLSR model ANN model SWM model 

P-value A-value P-value A-value P-value A-value P-value A-value 

26 7.393 7.72 7.540 9.87 6.837 0.38 6.679 1.37 
27 6.883 5.01 6.964 3.89 6.815 5.95 7.044 2.78 
28 6.955 6.82 7.314 2.01 7.148 4.24 7.356 1.45 
29 8.988 4.44 8.759 6.88 9.868 4.91 9.075 3.52 
30 7.886 5.52 7.813 6.39 7.906 5.28 8.388 0.48 

MSE 0.172 0.195 0.139 0.006 
T-CPU 0.016 0.859 2.891 0.234 
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Figure 2.  Fitting effect of the four models 

TABLE III.  SAMPLE SELECTION TABLE  

 NO. Year V Value Serving person Per capita disposable Income G-Markov prediction results Teaching person 

Training sample 

1 2000 118.56 168.81 4283.1 1375.7 6.29 6.23 
2 2001 127.84 179.23 4838.9 1638.4 6.12 6.41 
3 2002 169.82 184.35 5160.3 2112.0 6.54 6.45 
4 2003 176.53 188.61 5425.2 2391.3 6.79 6.96 
5 2004 180.92 192.05 5854.0 2831.9 7.05 7.20 
6 2005 187.05 198.23 6280.1 3175.4 7.28 7.46 
7 2006 334.53 201.60 6859.6 3522.5 8.01 7.85 
8 2007 345.71 209.75 7702.1 3878.6 8.72 8.79 
9 2008 358.36 216.04 8472.2 3442.3 9.66 9.93 

10 2009 360.02 227.28 9421.6 4710.7 11.27 11.03 

Test sample 
1 2010 373.45 216.39 10493.5 5285.8 12.41 12.13 
2 2011 386.08 241.43 11759.2 6229.8 13.63 13.65 
3 2012 400.81 250.87 13785.8 7770.6 15.89 16.17 

TABLE IV.  PREDICTION VALUE AND RELATIVE ERROR TABLE OF SINGLE MODEL FROM 2000 TO 2012  

Year Actual Value G-Markov model Single-variable prediction value Multiple-variable prediction value Improved model 
2000 6.94 6.78 7.21 6.79 6.75 
2001 7.21 7.03 7.16 7.28 6.96 
2002 7.44 7.25 7.22 7.44 7.51 
2003 7.84 8.01 7.92 8.05 7.92 
2004 8.76 8.78 8.23 8.69 9.04 
2005 9.83 9.65 9.69 9.19 9.69 
2006 11.01 11.28 11.01 11.25 10.99 
2007 12.11 12.41 12.00 12.01 11.92 
2008 13.94 13.62 13.97 14.08 14.18 
2009 16.10 15.87 16.10 16.04 16.01 
2010 17.12 17.44 16.21 17.13 17.22 
MAD  0.3632 0.1801 0.2425 0.1834 
MSE  0.5098 0.0956 0.1311 0.4992 

MAPE  2.5235 1.5225 0.1950 1.5969 
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Figure 3.  Performance training curve 

 
Figure 4.  Comparison of prediction value of three models to actual test 

value 

 DISCUSSION V.
Artificial Neural Network has the ability to approxi-

mate non-linear functions and improve the solution accu-
racy of the non-linear function, but its shortcomings are 
obvious: first, complex solution and more time-consuming. 
It can be seen from Table 2 that Artificial Neural Network 
takes 2.9 seconds, which more 100 times than the multiple 
linear model, more 3 times than the partial least-squares 
regression model and 12 times than the SVM model re-
spectively. Second, the model is unstable. When the Arti-
ficial Neural Network model search for local optimal 
solution excellent, the results are not the only, and table 2 
is a particular prediction. 

It can been see from Table 2 that SVM model has high-
er prediction accuracy with the average relative error less 
than 2%, and the time-consuming of CPU is little, only 
0.234 s. This is because the SVM model is based on struc-
tural risk minimization which is a compromise taking into 
account learning complexity and model accuracy, makes 
the model have better generalization ability to improve the 
prediction accuracy for unknown samples; SVM topology 
is determined by a small number of support vector makes 
the model simple, faster solution speed. Because SWN is 
for the global optimization, the obtained solution is the 
only optimal one. 

 CONCLUSION VI.
The establishment of teaching quality assessment sys-

tem makes evaluation of teachers increasingly evidence-
based. However, the quantitative non-linear function rela-
tionship between teaching quality and its influencing fac-

tors is difficult to express, so there is a big one-sidedness 
and subjectivity in the final given evaluation scores, and 
objectivity and fair of evaluation results is affected. SVM 
learning model has the ability of approaching non-linear 
relationship, and can find dependency of teaching quality 
on evaluation index through the learning of some given 
samples. Experimental results show that the model is 
effective in assessment, highly accurate, quick and easy to 
implement. It is of significant theoretical and application 
value for the model to find class teaching problems, im-
prove teaching quality and implement teaching manage-
ment. 
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