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Abstract—The present article is elaborated in the context of e-learning software systems that provide assistance and functionalities to learners engaged in distance learning. Our contribution consists of a system that estimates a behavioral (sociological) profile for each student. This estimation is based on automatic analysis of students’ textual asynchronous conversations. In general, the automatic analysis of textual conversations is based on speech acts for classification and categorization of messages. This technique has several disadvantages like the absence of standardization of speech acts for determining social behaviors of learners. To overcome this, we propose a multi-agent system based on fuzzy logic reasoning and supervised learning technique for automatic classification and categorization of textual conversation. The determined profiles are proposed to teachers to assist them during tutoring tasks. The objective of this article is to share our reflections around these issues by presenting our experience in the analysis of asynchronous online discussion forums. In this paper, we specifically propose (i) definitions of the used sociological profiles that characterize the roles that learners play in the group and (ii) introduce the architecture of the Multi-Agent System (MAS) that determines the profiles. The system was experimented with the students of the Master Program “Software Quality” in the Ibn Tofail University. The results obtained from this experience, presented and discussed in this paper, show that the proposed approach can be of interest.
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1 Introduction

The work presented in this paper is part of the area of Human Learning technologies and more specifically: Computer-Supported Collaborative Learning (CSCL) software environments. These environments are designed depending on: models of domain knowledge, objects of learning and models intended to diagnose knowledge and the difficulties of learning and teaching styles strategies for adapting education to the profile of each learner. Even if distance learning is so interesting and technically feasible today, we would emphasize already identified problems as: the learner sociological insulation, the loss of motivation, the empowerment of the Learner, the assessment of the educational progress of the group [1].

Numerous researches in the field of environments of human learning are strongly interested in tracking user activities while interacting with communication tools provided by each learning platform. These tools of asynchronous communications such as e-mails and forums [2], allow learners to communicate between themselves and to organize their activities in order to achieve online learning. As part of the automatic analysis of collaborative learner’s activities, we propose an approach for the analysis of textual asynchronous conversations of learners to determine social behavior [3, 4], the roles that are attributed and the organization they establish to carry out collaborative works. These observations provide the teacher with indicators that allow him to situate the work of learners compared to other learners, or groups to other groups. The aim of this approach is to support learners during the learning process. More specifically, the idea is to identify students who are isolated for a period of the projects in order to avoid abandons [1]. To reach this goal, we have chosen to analyze the contents of online discussion forums that could provide information on the learners’ social behaviors.

In this paper, we propose an approach for the automatic analysis of asynchronous text conversations, based on a supervised learning algorithm inspired by the naïve Bayes method for the classification and categorization of messages after preprocessing. It is one of the most basic text classification techniques with various applications in document categorization, email spam detection, personal email sorting and language detection [5, 6, 7]. Naïve Bayes classifiers perform well in many complex problems. Even though they are often outperformed by other techniques such as Decision Tree, Support Vector Machines, etc., naïve Bayes classifiers are very efficient since they are less computationally intensive (in both CPU and memory) [8] and require a small amount of training data, which is particularly interesting for the problem addressed in this paper. Indeed, CSCL forums are frequently small in terms of quantity of messages. Moreover, the training time with Naïve Bayes is significantly smaller as opposed to alternative methods. Our article presents a comparison of two classification methods that are Speech Acts and Naïve Bayes in order to determine the learner’s social behavior. This paper is organized as follows: Section 2 is the background which presents the related works, the architecture of the proposed system, the analysis agents and their interactions. Section 3 describes the proposed robust classification approach. In section 4, we present an experiment to assess the relevance of the proposed system. Finally, Section 5 presents our conclusions.
2 State of the art

2.1 Related works

The analysis of conversations in discussion forums often relies on approaches which consist in applying category analysis defined for the study of face-to-face exchanges mediated by computer [9, 10, 11, 12, 13, 14]. This kind of approaches [9, 10, 11, 12, 13, 14] raises a number of methodological problems. For example, many existing systems assume that the messages are semi-structured which allow learners to follow a template and predefined syntax. Although, the employment of the systems can sometimes hamper the communication for the realization of collaborative work [15]. For example, “the message content is different of the discussions topics” [16] and this generates problems issues for the analysis of discussions.

Several research have focused on conversational analysis to determine the social behaviors of learners and, for this analysis, have used the theory of speech acts [17, 4]. A speech act is an utterance that serves a function in communication. It might contain just one word, as in "Propose!": "I propose an approach for text classification", as in "Sorry!" to perform an apology, or several words or sentences: "I'm sorry I forgot your request." Speech acts include real-life interactions and require not only knowledge of the language but also an appropriate use of that language within a given situation. The underlying idea is to identify speech acts in the analyzed conversations. There are two methods for identifying speech acts. The first is to analyze the content of interventions to try to determine these acts. This is the field of automatic natural language processing (NLP). In his book, Luzzati [18] notes the difficulties of the automatic analysis notably linked to the understanding of the underlying meaning by the system. Despite the progress made in this area, the results are not always reliable. The most efficient systems are those that analyze conversations made in a very specific and limited context. The second solution to identify speech acts in an intervention is to ask the user. It is a basic principle that is used particularly in CSCL: if the system can’t recognize the necessary information for his analysis, then it must ask the user: "avoid guessing, get the student to tell you what you need to know" [19]. These techniques have some shortcomings:

- The results are not always reliable;
- It may hinder students when writing a message;
- It does not permit learners to focus more on the task.

In our case, there is another disadvantage to the use of the speech acts, that is the absence of a standardization of speech acts for determining the social behaviors of learners. It makes the task of analysis and classification more difficult to get good results. In literature, the current analysis tools are essentially based on quantitative analysis of interactions [16]. These tools do not address the problems of lexical and syntactical analysis of conversations and correction of spelling errors in textual conversations. Besides, reactions to the interventions are not considered to refine the calculations of interactions. The analytical difficulties presented above raised by fo-
rums are not solved, especially if one wants to analyze automatically large volumes of contributions. This is the case of non-semi-structured forums.

2.2 Behavioral profiles of students in groups

Robert Pléty has studied the behavior of students working in groups in a class. The study focus was on interactions between students working in groups of four for solving Algebra problems [20]. From this experience [20], Pléty defined behavior patterns that characterize the roles that learners play in the group during a period of time.

In order to determine these behavioral profiles, four kinds of observations are made for each student: the volume (number) of interventions, the different types of interventions, the communication gesture types (look and movement) and the reactions of other participants (consequences of behaviors). As we are using text messages exchanged on forums, speech acts are of interest for defining the intervention types. For our study, among the intervention indicators identified by Pléty (column "type of intervention" in the Table 1), we cite interrogation, proposal, reaction, response and evaluation, etc. These types are defined by the teacher’s expertise.

These behavioral profiles generalize behavior patterns and are called profiles in the rest of the paper. Pléty identified four different profiles: Animator, Checker, Seeker and Independent. The characteristics of these four profiles are summarized in Table 1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Volume of Intervention</th>
<th>Type of Interventions</th>
<th>Entrained Reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animator</td>
<td>Important</td>
<td>Question or proposal</td>
<td>Followed by positive reactions</td>
</tr>
<tr>
<td>Checker</td>
<td>Enough important</td>
<td>Reaction, response and evaluation</td>
<td>No monitoring reactions</td>
</tr>
<tr>
<td>Seeker</td>
<td>Little important</td>
<td>(Very obtuse (question))</td>
<td>Questions are well accepted</td>
</tr>
<tr>
<td>Independent</td>
<td>Low</td>
<td>Little or no proposal or evaluation.</td>
<td>Interventions remain unresolved</td>
</tr>
</tbody>
</table>

Building on the work of Pléty [3], we have been able to find the same profiles among learners working in a group through a forum. Animator, Checker, Independent and Seeker are almost always present in all groups, showing that the characteristics of the classical groups are also found for those working remotely.

We believe that it is useful to have a computer system capable of automatically analyzing these behaviors. Particularly, in particular, in a context of online training, it is interesting to try to determine automatically patterns of social behavior within groups of learners, because they can be useful both for the tutor and for the learners themselves.

2.3 System

It is possible to identify profiles by manually analyzing the interactions and conversations, stored within forums for example, in online collaborative learning. Our goal is to automate the determination of these profiles by designing a system for anal-
ysis of asynchronous textual conversations. In this section, we present the existing work on which we rely to achieve our goal.

The existing system, described in [4, 21], is based on multi-agent systems (Figure 2). The general principle consists in the analysis of asynchronous messages exchanges between learners in LMS (Learning Management System). Each of these messages undergoes a sequence of treatments which extracts a profile. The determined profiles are inspired by the work of Pléty [20]. Figure 1 presents Below is the organization specifying the roles and interactions of the system. The notation used is the one defined in the ASPECS methodology [22, 23, 24].

The ASPECS methodology was chosen because of its completeness and the ease of deployment with its associated development platform: Janus. In Figure 2, we describe how a Behavior Analysis community is organized in Janus.

Preprocessing of messages. In order to determine each profile, each role described in figure (1) performs a specific treatment. The extraction of messages is followed by a step of spelling grammar correction. Indeed, spelling mistakes in texts frequently cause analysis problems. Hence the need for a corrector that first uses a word in the dictionary (corpus) associated with an algorithm that takes into account the variations of the language (verb conjugation, agreement of nouns and adjectives). Then, the corrector compares the words in the text to the corpus and suggestions by considering the context of the sentence. After message extraction, the pre-filtering treatment automatically deletes the words that do not contain information. This is done by using a "stop-words" list specific to each language. According to Zipf law [25], their removal during message preprocessing allows saving time during the modeling and the analysis of the message. The fourth treatment is based on a classification of messages by a supervised learning algorithm. Finally, indicators are computed and the last role uses the computed results and fuzzy logic technique to determine for each learner the evolution of its behavioral profiles.

![Diagram of the ASPECS methodology](http://www.i-jet.org)

**Fig. 1.** The ASPECS methodology of our system [21]
Indicators Agent. Based on the above specifications for the design of our system, we are able to design an automatic analysis system to identify four behavior profiles identified by Pléty: Animator, Checker, Seeker and Independent. Our objective here is not to obtain a complete model of the learner as is the case of intelligent tutors to model knowledge, but we want to have an image of social behavior during conversations. We present the formulas used by indicator agent to analyze the discussions in collaborative works. These heuristics formulas were determined from the work of Pléty and were refined in experiments.

Volume of interventions: The following formula (Equation 1) calculates the ratio of participation of a learner by dividing nbMsgLearner(p) which is the number of messages sent by learner P, by NbrTotalMessagesGroup(x) that is the number of messages sent by students of the same group.

This ratio refers to the volume of intervention “VI” for a learner (p) belonging to a group x:

\[ VI = \frac{\text{nbMsgLearner}(P)}{\text{NbrTotalMessagesGroup}(x)} \times 100 \]  

Type of interventions: Four expressions are used to calculate the speech acts’ ratios in messages. The presence of speech acts in a message sent by a learner P is calculated as follows (Equation 2):

\[ \text{SpeechActAnimator} = \frac{\text{SpeechActAnimator}(P)}{\text{SpeechAct(A,C,S,I)}} \times 100 \]  

In this formula, SpeechActAnimator(p) is the number of speech acts of category animator (for example propose, encourage,...etc) sent by learner (p). SpeechAct(A,C,S,I) is the total number of speech acts (respectively Animator,
Checker, Independent and Seeker) sent by the learner. The Calculations of other ratios types (checker, seeker and independent) are obtained similarly.

**Entrained Reaction:** According to the characteristics of the defined profiles (Table 1), the volume of reactions triggered by a message allows to characterize a behavioral profile. For example, an animator profile requires a large monitoring of reactions compared to that of a checker. We calculate, for each message, direct reactions (Equation 3) (first reaction to a message) and indirect reactions (Equation 4) (number of interventions after the creation of the message). According to the tree structure defined for messages, the nodes represent the identifiers of messages sent by the learners and the size of this tree is equivalent to the number of interventions made after the creation of the topic. Two expressions, using the n-ary tree structure of the messages, are used to calculate subsequent reactions of each message:

The direct reaction is the number of direct responses to the messages of the learner divided by the total number of direct answers on posted messages by learners in the group.

\[
Reaction_{Direct} = \frac{\sum_{i=1}^{m} ReplyToMessage_i \text{(Learner)}}{TotalOfResponse_{Group}} \times 100
\]  

Indirect reaction is the depth of discussion minus the number of direct reaction divided by the sum of the depths of the subjects send by learners.

\[
Reaction_{Indirect} = \frac{DepthRepenses}{TotalDepth} \times 100
\]

**Fuzzy Logic Agent.** Once all previous treatments are realized, the MAS needs to determine a profile. This kind of reasoning is done through fuzzy logic techniques as it is adapted to deal with incomplete and imperfect information [26, 27]. The fuzzy model represents the knowledge of experts-teachers under a linguistic form and includes characteristics of the learner. That is to say, a decision is made by a combination of a set of fuzzy facts, each contributing at some point, to some degree to a fuzzy relation and to the final decision. Based on the defined learning profiles characteristics (see Table 1), an analysis is performed to allow the tutor to associate a profile for each learner [21]. After applying the fuzzification methods, inference engine and defuzzification method [21], the resulting values give an estimation, through a percentage, of the behavioral level of each learning profile (Animator, Checker, Seeker and Independent).

3 Classification Approach

In the literature, many solutions for text classification are proposed [28, 29, 30, 31]. In this work, we propose to use machine learning for Text Classification and specifically a naïve Bayes based technique. Based on a comparison of different techniques for automatic classification [32, 33, 34, 35], we hope that the naïve Bayes classifier will be adapted to the problem addressed in this paper.
In order to understand the classification techniques that we will present, the concept of “message” must be examined. According to [36], statistical approaches usually use a bag of words model for texts. «The bag-of-words model is a simplifying representation used in natural language processing and information retrieval (IR). In this model, a text (such as a sentence or a document) is represented as the bag (multiset) of its words, disregarding grammar and even word order but keeping multiplicity [37]». The associated text representation is then a vector, which can be:

**Binary:** One retains only the presence or the absence of a word, regardless of the number of occurrences. This is the oldest approach and the simpler;

**Frequency:** This is an extension of the binary model, where the terms occurrences are counted. Its normalized version can take into account different sizes of text. Each component of the vector is weighted by the size of the document;

**TF-IDF:** This acronym, for Term Frequency–Inverse Document Frequency, is a numerical statistic that is intended to reflect how important a word is to a document in a collection or corpus [38]. It is often used as a weighting factor in information retrieval and text mining. The TF-IDF value increases proportionally to the number of times a word appears in the document, but it is balanced by the frequency of the word in the corpus, which helps to adjust for the fact that some words appear more frequently in general [39, 31].

The representations of the documents are considered sequentially here. They are mainly used in a Bayesian network. These learning-based approaches can be implemented on a large corpus, and give good results in tasks such as opinion analysis and text classification.

### 3.1 Naïve Bayes text classification

A naïve Bayes classifier is a probabilistic classifier that estimates conditional probabilities of the dependent variable from training data and uses them for classification of new data instances. The algorithm is very fast for discrete features but runs slower for continuous features. We can summarize its use when applied to text classification as follows:

- Classification that maximizes the probability of observing the words that were actually found in the example messages.
- During the training phase, the classifier calculates the probability that a new message belongs to such category from the proportion of training messages belonging to this category. It also calculates the probability that a word is present in a text, knowing that this text belongs to this category.
- Thereafter, when a new message is to be classified, the probability that it belongs to each category using the Bayes rule.

The estimation of the probability is: $P(c_j | a_1, a_2, a_3, ..., a_n)$ where:

- $c_j$ is a category
- $a_j$ is an attribute
The probability that a word appears in a text is independent of the presence of other words in the text. We know that this is generally false. For example, the probability of occurrence of the word "artificial" may depend partly on the presence of the word "intelligence." However, this assumption does not prevent such a classifier to present satisfactory results. Besides, the most important point is that it greatly reduces the necessary calculations. Without it, the classifier would take into account all possible combinations of words in a text, which on the one hand involves a large number of calculations, but also reduce the statistical quality of the estimation. This is because the occurrence frequency of each combination would be lower than the occurrence frequency of words separately.

3.2 Description of Bayesian model

Text classifiers often don’t use any kind of deep representation of language: a message is often represented as a bag of words which is a set that allows elements repetition. This is an extremely simple representation: the classifier only knows which words are included in the message (and how many times each word occurs), and throws away the word order!

Consider a message \( M \), whose class is given by \( C \). In our case, there are four classes \( C = A \) (Animator), \( C = V \) (Checker), \( C = Q \) (Seeker) and \( C = I \) (Independent). We classify \( M \) as the class which has the highest posterior probability \( P(C|M) \) that can be re-expressed using the Bayes Theorem (Equation 5):

\[
P(C|M) = \frac{P(M|C)P(C)}{P(M)}
\]  

(5)

We must look at four probabilistic models of messages, each of them represent messages as a bag of words, using the Naïve Bayes assumption.

A model represents messages using feature vectors whose components correspond to words types. If we have a vocabulary \( V \), containing \( |V| \) word types, then the feature vector dimension is \( d = |V| \).

3.3 The Bernoulli message model

In the In the Bernoulli model [40], a message is represented by a features vector with binary elements taking value 1 if the corresponding word is present in the message and 0 if the word is not present. This message is represented by a binary vector, which represents a point in the space of words. If we have a vocabulary \( V \) containing a set of \( |V| \) words, then the \( t^{th} \) dimension of a message vector corresponds to word \( w_t \) in the vocabulary. Let \( b_t \) be the feature vector for the \( t^{th} \) message \( M_t \), the \( t^{th} \) element of \( b_t \), written \( b_{it} \), is either 0 or 1 representing the absence or presence of word \( W_t \) in the \( i^{th} \) message. Let \( P(W_t|C) \) be the probability of word \( w_t \) occurring in a message of class \( C \). The probability of \( W_t \) not occurring in a message of this class is given by \( 1 - P(W_t|C) \). If we make the Naïve Bayes assumption, that the probability of each word occurring in the message is independent of the occurrences of the other words,
then we can write the message likelihood $P(M^t|C)$ in terms of the individual word likelihoods $P(W_t|C)$ (Equation 6):

$$
P(M^t|C) \approx P(b_t|C) = \prod_{t=1}^{T} [b_{W_t} P(w_t|C) + (1 - b_{W_t})(1 - P(w_t|C))]$$

(6)

This product goes over all words in the vocabulary. If word $w_t$ is present, then $b_{W_t} = 1$ and the required probability is $P(W_t|C)$. If the word $w_t$ is not present, then $b_{W_t} = 0$ and the required probability is $1 - P(W_t|C)$.

We can imagine this as a model for generating message feature vectors of class C. In this model, each message feature vector is modeled as a collection of dimension $d=|V|$, the $t^{th}$ element having a probability of success equal to $P(W_t|C)$. The likelihood parameters are the probabilities of each word given the message class $P(W_t|C)$ (Equation 7). The model is also parameterized by the prior probabilities $P(C)$. We can learn (estimate) these parameters from a training set of messages labeled with class $C = k$. Let $n_k(w_t)$ be the number of messages of the class $C = k$ in which $w_t$ is observed, and let $N_k$ be the total number of messages of this class. Then we can estimate the parameters of the word likelihoods as, the relative frequency of messages of class $C = k$ that contain word $W_t$,

$$P(w_t|C = k) = \frac{n_k(w_t)}{N_k}$$

(7)

If there are $N$ messages in the training set, then the prior probability of the class $C = k$ may be estimated as the relative frequency of messages of this class $C = k$ (Equation 8):

$$P(C = k) = \frac{n_k}{N}$$

(8)

Thus given a training set of messages (each labeled with a class) and a set of $K$ classes, we can estimate a Bernoulli text classification model as follows:

1. Define the vocabulary $V$. The number of words in the vocabulary defines the dimension of the feature vectors.
2. Count the following in the training set:
   (a) $N$ the total number of messages;
   (b) $N_k$ the number of messages labeled with class $C = k$, for $k = 1, \ldots, K$;
   (c) $n_k(w_t)$ the number of messages of class $C = k$ containing word $w_t$ for every class and for each word in the vocabulary.
3. Estimate the likelihoods $P(W_t|C = k)$. using equation (7).
4. Estimate the priors $P(C = k)$ using equation (8).

To classify an unlabeled message $M^l$, we estimate the posterior probability for each class (equation 9) combining equations (5) and (6):

$$P(C|M^l) = P(C|b_l)$$

$$= P(b_l|C)P(C)$$

$$= P(C) \prod_{t=1}^{T} [b_{W_t} P(w_t|C) + (1 - b_{W_t})(1 - P(w_t|C))]$$

(9)
3.4 Problem of matching categories

The computed probabilities by the Naïve Bayes classifier are generally not sufficient to determine messages categories. In order to obtain a more reliable classification, the probabilities and the results provided by the indicator agent are used by the fuzzy logic agent. From Table 1 (columns: type of intervention and entrained reaction), the animator messages are followed by important reaction. For example, if the probabilities of a message in categories (Animator, Checker, Seeker and Independent) are close and if the direct and indirect reaction are important, then the message is classed in the animator category. This problem is solved by the technique of fuzzy logic.

Now that we have seen how the system calculates the probability for each class, their analysis in light of the characteristics of defined messages (see table 1, columns type of intervention and entrained reaction) is performed to allow the tutor to associate a message to a class. In our case, we developed a fuzzy system with 6 input variables and 4 output variables. The input variables correspond to the indicators calculated in section 3 and 2.2.2 (for each message we calculated the direct and indirect reaction). These input variables and their subdivisions in terms of fuzzy sets are given as follows:

- Probability class animator (in %), the Fuzzy sets is Low, Medium, High
- Probability class checker (in %), the Fuzzy sets is Low, Medium, High
- Probability class seeker (in %), the Fuzzy sets is Low, Medium, High
- Probability class independent (in %), the Fuzzy sets is Low, Medium, High
- Direct reactions (in %), the Fuzzy sets is Low, Medium, High
- Indirect reactions (in %), the Fuzzy sets is Low, Medium, High

The output variables, representing the behavioral level for the different profiles (Animator, Checker, Seeker and Independent), and their fuzzy set subdivisions are given as follows:

- Category animator (in %), the Fuzzy sets is Insufficient, Medium, Good, Excellent
- Category checker (in %), the Fuzzy sets is Insufficient, Medium, Good, Excellent
- Category seeker (in %), the Fuzzy sets is Insufficient, Medium, Good, Excellent
- Category independent (in %), the Fuzzy sets is Insufficient, Medium, Good, Excellent

Now that we have defined the fuzzy variables, we are able to run the inference engine. By using data corresponding to the various inputs and outputs, the tutor-experts supply series of combinations based on the conditions of Pléty [3] which characterize every message sent by the learners (Animator, Checker, Seeker and Independent). Each rule is written in the form: “if condition then action/conclusion”.

\[
\text{IF (Probability class animator IS High) AND}
\text{(Direct Reaction IS High) AND}
\text{(Indirect Reaction IS High)}
\text{THEN}
\text{(Category animator IS Excellent)}
\]
Once the base of rules is established and given values for all the input variables, we infer the rules in order to obtain a modified membership function for each output variable. For that, we have used the MAX-MIN inference method [41, 42]. The last stage of the fuzzy process is defuzzification. There are several existing methods to perform defuzzification. In our case, we opted for the “gravity center” method consisting in retaining the value corresponding to the gravity center of the surface defined by the modified membership function. After applying the defuzzification process to all the output variables, the fuzzy logic reasoning module provides a confidence degree of each class (Animator, Checker, Seeker and Independent). The estimated class is the one with the highest confidence. Four expressions are used to calculate the type of intervention corresponding to the four classes: Animator, Checker, Seeker and Independent. For example, the type of animation intervention sent by a learner P is calculated as follows (Equation 10):

\[
\text{Animator Intervention} = \frac{\text{NbMessages Animator}(P)}{\text{Total Messages Learner}(A,C,S,I)} \times 100 \quad (10)
\]

In this formula, NbMessagesAnimator(P) is the number of messages of category animator (for Example: propose, encourage, etc.) sent by learner (p). TotalMessagesLearner(A,C,S,I) is the total number of messages, respectively Animator, Checker, Seeker and Independent, sent by learner. The Calculations of other ratios types (Checker, Seeker and Independent) are obtained similarly.

4 Experimentation

The purpose of our work is to support tutors during the monitoring of learning activities involved in Virtual Learning Environments (VLE). In order to evaluate the pertinence of the proposed system, this section proposes a comparative study between a “classical” human-only evaluation, and the results produced by the MAS.

4.1 Evaluation of human interventions

We asked students of the Software Quality Master Program to set up a work as part of mobile development course. The goal is to develop and implement mobile applications. This work should be done exclusively online, using the forum that we created on the Moodle platform. This work lasted four-month and was organized into six phases, each corresponding to different tasks. For each phase, the number of contributions exchanged (messages) by the learners in each group was greater than one hundred.

Students who participated in this study were first year Master Program students at the University Ibn Tofail in Kenitra, Morocco. Their number of these students was approximately 40 students. They had to work by a group of 4. Besides, they have a good knowledge of ICT and in particular of the use of the discussion forums.

The experimentation is made of three parts: a first part consists in human tutor’s analysis of profiles. The results of this analysis act as a reference. A second part results from the use of a previous version of the system within which speech acts
were predetermined for a specific profile [4]. Eventually, the third part is the output of the system presented in this paper.

4.2 Results and Discussions

The first set of results from the analysis on forums of learners was monitored by three human tutors. Each tutor analysis was done in two steps. The first step consisted in assigning a profile to each student according to its behavior during classroom exercises. The second step consisted in analyzing the messages exchanged by students. The tutors were asked to classify the messages of learners into four profile categories (Animator, Checker, Seeker and Independent) by analyzing their content, i.e. identifying the speech acts that characterize messages.

The characterization of each profile is based on the Pléty’s behavioral profiles analysis summarized in Table 1. Tables 2 and 3 illustrate these results (two steps analysis) for the first two phases of the project. The learner profile column is the result of the first step. The group of columns: intuitive message classification, volume intervention and entrained reaction are the result of the second step.

Table 2. Results of the intuitive analysis for group 1, phase 1 Requirement

<table>
<thead>
<tr>
<th>Intuitive result analysis for Group N°1 Phase Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profil</strong></td>
</tr>
<tr>
<td><strong>Number of Messages category “Animator”</strong></td>
</tr>
<tr>
<td>Learner 1</td>
</tr>
<tr>
<td>Animator</td>
</tr>
<tr>
<td>Learner 2</td>
</tr>
<tr>
<td>Animator</td>
</tr>
<tr>
<td>Learner 3</td>
</tr>
<tr>
<td>Independent</td>
</tr>
<tr>
<td>Learner 4</td>
</tr>
<tr>
<td>Animator</td>
</tr>
</tbody>
</table>

Table 3. Results of the intuitive analysis for group 1, phase 2 Analysis and Design

<table>
<thead>
<tr>
<th>Intuitive result analysis for Group N°1 Phase Analysis and Design</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profil</strong></td>
</tr>
<tr>
<td><strong>Number of Messages category “Animator”</strong></td>
</tr>
<tr>
<td>Learner 1</td>
</tr>
<tr>
<td>Animator</td>
</tr>
<tr>
<td>Learner 2</td>
</tr>
<tr>
<td>Checker</td>
</tr>
<tr>
<td>Learner 3</td>
</tr>
<tr>
<td>Independent</td>
</tr>
<tr>
<td>Learner 4</td>
</tr>
<tr>
<td>Animator</td>
</tr>
</tbody>
</table>
The same forums were used to automatically estimate the profile of each learner. So, two automatic methods were used. The first method is based on a previous version of the system presented in this paper. In this previous version, speech acts were predetermined for a specific profile [4, 21]. The second method is the one proposed in this paper.

As described before, the methods start by extracting the qualitative and quantitative indicators that characterize learner profiles. For illustration figure 3 shows all the indicators calculated by our system for each learner of the groups 1 to 4 during the first phase of the project (Phase 1: Requirement). These indicators are: the volume of interventions, the percentage of direct reactions, the percentage of indirect reactions and type of intervention (for Animator, Checker, Independent and Seeker) using both versions of the system. The first version is predetermined speech acts (see equation “E1” and see column Intervention type “Speech Acts” of figure 3). The second version is Naïve Bayes classification (see equation “E2” and see column Intervention type “Naïve Bayes” of figure 3).

![Fig. 3. Indicators calculated by our system for each learner of the groups 1 to 4 during the first phase of the project.](image)

By handling the previous indicators and using the fuzzy logic reasoning module, the method based on Naïve Bayes classifier can estimate profiles for each learner. The Tables 4 and 5 present respectively the estimated profiles of the learners of group 1, during the first two phases of the project (Phase 1: Requirement and Phase 2: Analysis and Design). As previously presented, the fuzzy logic reasoning module provides a confidence degree for each profile. The resulting estimated profile is the one with the highest confidence degree. As one can see, the profiles estimated by our method are identical to the ones provided by the intuitive analysis (see tables 2 and 3).

In order to compare the two versions of the system, we provided the same set of data (the one used to produce tables 4 and 5) to the previous version of the system based on predetermined speech acts. The results are given in tables 6 and 7.
Table 4. Results from our system based on Naïve Bayes classifier for group 1 (phase 1 Requirement).

<table>
<thead>
<tr>
<th>Volume Intervention</th>
<th>Type intervention</th>
<th>Entrained Reaction</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Animator</td>
<td>Checker</td>
<td>Seeker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>44.33 %</td>
<td>33.45 %</td>
<td>47.03 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>23.71 %</td>
<td>46.82 %</td>
<td>46.12 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>06.19 %</td>
<td>48.00 %</td>
<td>48.88 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>25.77 %</td>
<td>49.99 %</td>
<td>43.00 %</td>
</tr>
</tbody>
</table>

Table 5. Results from our system based on Naïve Bayes classifier for group 1 (phase 2: Analysis and Design).

<table>
<thead>
<tr>
<th>Volume Intervention</th>
<th>Type intervention</th>
<th>Entrained Reaction</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Animator</td>
<td>Checker</td>
<td>Seeker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>39.05 %</td>
<td>52.30 %</td>
<td>28.27 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>18.10 %</td>
<td>14.80 %</td>
<td>67.80 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>05.71 %</td>
<td>15.00 %</td>
<td>50.00 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>31.43 %</td>
<td>31.43 %</td>
<td>35.00 %</td>
</tr>
</tbody>
</table>

Table 6. Results from our system based on speech acts for group 1 (phase 1: Requirement).

<table>
<thead>
<tr>
<th>Volume Intervention</th>
<th>Type intervention</th>
<th>Entrained Reaction</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Animator</td>
<td>Checker</td>
<td>Seeker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>44.33 %</td>
<td>30.00 %</td>
<td>43.83 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>23.71 %</td>
<td>45.11 %</td>
<td>46.67 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>06.19 %</td>
<td>45.00 %</td>
<td>46.90 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>25.77 %</td>
<td>49.12 %</td>
<td>43.11 %</td>
</tr>
</tbody>
</table>

Table 7. Results from our system based on speech acts for group 1 (phase 2: Analysis and Design).

<table>
<thead>
<tr>
<th>Volume Intervention</th>
<th>Type intervention</th>
<th>Entrained Reaction</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Animator</td>
<td>Checker</td>
<td>Seeker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>39.05 %</td>
<td>40.00 %</td>
<td>27.83 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>18.10 %</td>
<td>14.11 %</td>
<td>62.67 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>05.71 %</td>
<td>15.55 %</td>
<td>49.09 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>31.43 %</td>
<td>47.58 %</td>
<td>36.11 %</td>
</tr>
</tbody>
</table>

As one can see, the estimated profiles by our methods (see tables 4 and 5 and tables 6 and 7) are identical to the ones provided by the intuitive analysis (see tables 2 and 3). These results tend to show that both methods are robust and that the used
criterions are not sufficient to distinguish between the two automatic methods. All these results allowed us to verify that the estimations of the tutors are the same as those based on these two methods, with a margin of error that we will calculate in the following (see Tables 8 and 9). We remind that the both indicators, the volume of intervention and the entrained reaction are quantitative. The results obtained with both indicators allowed us to verify that the estimations of the tutors are the same as those based on these two methods. The idea is to compare the types of intervention which are qualitative. The results are presented in brief in tables 8 and 9. They illustrate the results of the error margin calculation between the intuitive analysis (by a tutor) and the analysis performed by our system using both classifications.

The error margin is computed as follows (Equation 11):

\[ \text{Errormargin} = \frac{\text{Results using predetermined Speech Acts}}{\text{Results of the tutors intuitive analysis}} \times 100 \]  

(11)

Table 8. Comparison between predetermined speech acts and intuitive analysis.

<table>
<thead>
<tr>
<th>Comparison between predetermined speech acts and intuitive analysis</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animator</td>
<td>Checker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>86,00 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>94,33 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>90,00 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>94,46 %</td>
</tr>
<tr>
<td>Total results :</td>
<td></td>
</tr>
</tbody>
</table>

Table 8 shows the margin of error between the intuitive analysis of tutors and the system analysis based on predetermined speech acts. This error margin gives a confidence degree for results validation. A result of 100% means that the system is perfectly aligned with the human tutor. In the example below, from the intuitive analysis the learner 1 emerge as animator profile with 34,88 % (see table 2) and 30,00 % according to the results of the system, compared to group learners (see table 4). We have considered the result of intuitive analysis tutors as a reference; we can see that the error rate is 14 %. All these results are averaged for every learner and profile to produce a single indicator called “Total results”. This later allowed us to verify that the system has an error rate of 7.78 % compared with the intuitive analysis.

Table 9. Comparison between Naïve Bayes classification and intuitive analysis.

<table>
<thead>
<tr>
<th>Comparison between Naïve Bayes classification and intuitive analysis.</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animator</td>
<td>Checker</td>
</tr>
<tr>
<td>Learner 1</td>
<td>95,90 %</td>
</tr>
<tr>
<td>Learner 2</td>
<td>97,90 %</td>
</tr>
<tr>
<td>Learner 3</td>
<td>96,00 %</td>
</tr>
<tr>
<td>Learner 4</td>
<td>95,96 %</td>
</tr>
<tr>
<td>Total results :</td>
<td></td>
</tr>
</tbody>
</table>
This table 9 shows the error margin calculation between intuitive analysis and the system based on Naïve Bayes. For this version of the system, one can note that the “Total results” indicator shows that the Naïve Bayes classifier provides a significant improvement to the results. Indeed, it reduces the error margin to 3.66%.

5 Conclusion

The work presented in this paper proposes a system based on the automatic analysis of asynchronous textual conversations. The automatic analysis of interactions is the basic building block for the support of tutors that play a remote tutoring role in this context. More specifically, our MAS realizes a complete sequence of treatments in order to determine the sociological profiles of learners within the framework of remote collaborative process. The implementation of this type of systems often addresses problems of representation and manipulation of imperfect information. This implies the need for providing MAS with techniques of representation and knowledge manipulation, allowing them to take into consideration this imperfection. The approach we have chosen in order to remedy to this problem is to provide MAS with techniques of representation and manipulation of imperfect information [43]. In fact, the purpose of our approach is to provide a system for automatic analysis of asynchronous textual conversations in order to determine sociological profiles of learners. Therefore, we proposed a MAS based on Naïve Bayes and fuzzy logic techniques, in order to resolve the problems that many of the complex systems are facing that is processing information of imperfect nature. This analysis procedure consists of four stages: recovery, filtering, lemmatization and message classification. The Naïve Bayes classifier has proved to be very useful in practice. Indeed, it is suited to problems of message categorization and has the advantage of being extremely efficient in terms of processing power in the absence of standardization of speech acts for determining social behaviors of learners. Besides, we have shown that Naïve Bayes approximation gives better results than text classification using speech acts. We have shown how the approximation Naïve Bayes can be used for classification of messages and gives better results than text classification using speech acts. We have calculated indicators from the profiles defined and adapted by the works of Pléty [3]. These indicators, coupled with the classifications of messages described above, allow allocating a sociological profile to every learner. The evaluation process is influenced by the indistinctness due to the errors and to the approximations implied during the collection of the information. To treat these imperfections and to incorporate the expertise of the teacher in the evaluation of the learner, we use an approach based on the theory of fuzzy sets.

Our approach has been tested in a real situation and showed a perfect concordance between the results observed by human expert tutors and those determined automatically by our system. In the current state of this study, we plan several enhancements in order to enrich our system by semantic analysis of the text. A further research direction to follow-up our work involves a deeper study of algorithms which use semantic similarity measures to assign the appropriate senses to words depending on their
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context. This will be done at the scale of a text or a corpus for automatic classification and categorization of textual conversation, in order to determine the behavioral (sociological) profile for each student.
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