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Abstract—In this paper, a new approach for automatic composition of in-
structional units based on a new variant of Harmony Search Algorithm is pro-
posed. The purpose is to solve curriculum sequencing issue by designing and 
arranging learning content in a suitable sequence. By suitable sequence we 
mean a learning sequence that fits learner level and presents the content in a 
way that conveys its structure to learner. Results show that the proposed ap-
proach is promising. For instance, individualized courseware plan are generated 
“on the spot” carefully considering both students characteristics and subject-
matter coherence.  
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1 Introduction 

Technology changed drastically the teaching learning process. Using technology 
students benefit from instant access to materials anytime and anywhere. Online learn-
ing materials have the potential to captivate student’s attention and foster their interest 
since this generation is digital natives. Many studies pointed out the importance of 
using technology in the educational settings. For instance, the survey conducted by[1] 
shows that students are highly motivated to adopt mobile technologies for educational 
purposes and that they consider mobile learning as a useful and easy to use learning 
method. Although technology provides a huge boost in flexibility. Still, most virtual 
learning environments provide students with “One-size-fits-all”: the same learning 
material is presented in the same way and at the same time to all learners. This ig-
nores the fact that learners have different backgrounds, knowledge and goals, they 
proceed according to their own pace and might be interested in different contents at 
different stages of the learning process. Another drawback of the “One-size-fits-all” is 
that, in an online educational environment, learner may get confused when searching 
for what could fit their level or learning style, leading up to online courses with not 
balanced learning concepts, or sometimes to cognitive overload.  
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One of the current challenges of today’s educational technology is to provide stu-
dents with authentic and meaningful learning experience, helping them achieve a 
standard of performance, and succeed – at their own pace- in a highly competitive 
environment. However, information overload remains an issue in virtual learning 
environments where a massive amount of information is presented to learners in a 
way that not conveys to their level or learning style making them feel frustrated and 
dissatisfied.  

To this end, this paper highlights a new approach for automatic composition of in-
structional units. More specifically, the focus is on the mechanism of generation of 
courseware taking into consideration both students characteristics and instructional 
design point of view. This is a well-known research issue that has been classified by 
many researchers as an NP hard problem. This has been justified by [2], in order to 
find an appropriate learning sequence for a subject-matter with N learning concepts, 
one should explore a large number of possible solutions with a Total of N!. In this 
case, using an ordinary algorithm to search for suitable learning concepts would take 
a very long time, and may end up without finding optimal learning sequence. It’s 
important to note that: not only exploring large databases to form suitable learning 
sequences is time consuming and difficult task, it is also heavily constrained. Some of 
constraints are related to students’ characteristics and others are bound up with do-
main knowledge. 

The reminder of this article is organized as follows: in section 2, related works are 
reported and discussed. This section is divided into two main parts: first of all, ap-
proaches for curriculum design are presented and recent approaches for composition 
of instructional units are highlighted. In section 3, Automatic Composition of Instruc-
tional Units is presented. For instance, we present the proposed approach to solve the 
problem based on Harmony Search Algorithm followed by experiments and results in 
section 4. Section 5, summarizes the contribution. Finally, we draw a conclusion and 
announce our future work. 

2 Related works 

Creating individualized teaching learning sequence is a research issue commonly 
known as “Curriculum Sequencing Problem” or “Learning Path Generation” or “Per-
sonalized Teaching Learning Sequence”. Curriculum is the arrangement of content. It 
compasses learning content in respect to an educational approach. It should be flexi-
ble and responsive to meet students’ needs and expectations. Curriculum sequencing 
problem might be divided into two open problems: (1) curriculum design and (2) 
curriculum sequencing. Curriculum design entails the process of designing structuring 
and chunking the content, while curriculum sequencing is the mechanism of gathering 
learning concepts together such as contents, activities, and exercises to form a unique 
learning sequence. Curriculum design and curriculum sequencing are critical steps to 
deliver appropriate learning sequence. In this section, we report and discuss related 
works. 
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2.1 Approaches for Instructional Design 

As stated by [3] “Curriculum is not a monolithic construct”, it entails the design of 
learning materials or reuse of existing ones in respect to an educational approach and 
should be aligned to some standards. Curriculum design approaches could be classi-
fied into two main categories: learner-centered curriculum sequencing and concept-
related curriculum sequencing.  

In one hand, learner-centered curriculum approach puts the emphasis on students’ 
characteristics and their changing states of mastery. It is based on the underlying 
assumption that learners are in the heart of any educational system and curriculum 
should be derived from students’ characteristics. It replaces traditional way lecturers 
use to deliver knowledge with a self-directed learning in which student is responsible 
of learning and is engaged in the process. At this stage, educational technology should 
be able to pinpoint student’s characteristics and knowledge level. It should also help 
them grow in their understanding moving them from novice to expert status. Many 
works fall in this category such as [4]who proposed a style-based ant colony sys-
tem to provide student with suitable learning path in respect to their learning style. 
Learning style stands for preferred ways to learn (visual, aural, reading/writing and 
kinesthetic). Chih-Ming Chen[5] postulates that learner ability is an important factor  
that should be taken into consideration while designing e-learning course. Authors 
distinguished between learning style and cognitive style. The learning style refers to 
underlying traits that leads to a learning behavior while cognitive style stands for 
preferred ways of learning. The same authors propose an adaptive system based on 
dimensions of Felder-Silverman's learning style. Other researchers put the focus on 
learner’s level, prior knowledge or competency into the design of curriculum. 

In the other hand, concept-related curriculum depends on domain knowledge. The 
focus is on knowledge structure and design instruction to achieve a learning goal. As 
posited by[6] most approaches focus on the content to be delivered and pedagogical 
approaches are not incorporated. To deal with this issue, some researchers deal with 
the depth and breadth of the content to be taught while others are interested in tech-
niques to structure domain knowledge. For instance many techniques are proposed to 
deal with the instructional design step: graph based presentation of content such as 
ontology[7] or Bayesian network structure[8], Visual Educational Modeling [9], Us-
ing SCORM(Shareable Content Object Reference Model) provided with most learn-
ing management systems to create and enable exchange of content[10]. 

Brusilovsky[11] distinguishes between (1) Active Sequencing and (2) Passive Se-
quencing. In one hand, Active sequencing is the mechanism of preparing a learning 
sequence “on the spot” based on learner profile. It’s goal-driven and cover the whole 
subject-matter. The purpose of active sequencing is to build the most suitable individ-
ual path to achieve a standard of performance based on the difference between stu-
dent’s current level of knowledge and the target one. For instance, active sequencing 
uses intelligent techniques in order to search for the best learning objects in a hyper-
space. This assumes that the subject-matter is divided into a series of learning objects 
which are stored in different learning repositories and might be linked so to form a 
unique individually planned sequence of resources. In the other hand, Passive se-
quencing - called also remediation or remedial sequencing – addresses the learning 
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difficulties by providing students with relevant items to correct the misunderstandings 
or overcome the situations that hinder their achievement.  

Another popular approach for instructional planning is collaborative filtering used 
in recommender systems; the purpose is to find appropriate content that suits for a 
target user. These approaches start with clustering students into homogenous groups 
called also virtual communities of interests then provide each group with appropriate 
learning material. 

2.2 Approaches for Composition of Instructional Units 

Composition of Instructional Unit stands for the operation of populating a se-
quence with suitable learning concepts. There have been several approaches for com-
position of instructional units proposed by researchers. For instance, some authors 
formulate the automatic composition of instructional unit as a Constraint Satisfaction 
Problem[12]while other researchers formulate the problem as a Multi-Objective Op-
timization Problem[13]or Permutation problem[14][15].  

Many techniques are proposed in order to solve the issue of automatic composition 
of Instructional Units: evolutionary computation such as GA (Genetic 
Algorithm)[2][16][17],  ACO(Ant Colony Optimization)[18],  PSO (Particle Swarm 
Optimization)[2], Artificial Neural Network(ANN)[19], Bayesian Network(BN)[8],  
Fuzzy Logic(FL)[20],Case-based Reasoning[21], Semantic Web[22], IRT(Item Re-
sponse Theory)[23][24] are used. As result, evolutionary computation is increasingly 
popular in recent years and the literature is divided into two popular categories: Ge-
netic Algorithm, and Particle Swarm Optimization. Both algorithms are applied to 
solve diverse types of problems related to the e-learning field. However, none of the 
scientific papers found so far has tested the potential of Harmony Search Algorithm to 
solve Curriculum Sequencing issue. 
The motivation of choosing HSA is as follows: 

! GA, PSO and HSA belong to non-deterministic class of algorithms so the solution 
may vary for each run. The quality of the obtained solution depends on the initial 
population, and the chosen parameters and operations. 

! GA and PSO require a set of configurations. Furthermore, GA needs Chromosome 
encoding which is different from one problem to another. In the other hand, HSA 
could directly be implemented, all it needs is setting parameter such as objective 
function, stopping criterion. 

! HSA is based on the principle that each new solution is better than all existing ones 
stored in a memory called Harmony Memory. Iteration after iteration, the algo-
rithm starts to use candidate solution belonging to known high-quality solutions. 
HS algorithm generates a new vector after considering all of the existing vectors.  

! Finally, HSA returns more than one good solution. It returns N best solutions. N 
refers to Harmony Memory Size. 
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3 Automatic Composition of Instructional Units 

In what follow Harmony Search Algorithm is presented followed by its application 
to produce automatic instructional units. 

3.1 The proposed Approach 

We propose to use Harmony Search Algorithm (HSA) to tackle curriculum se-
quencing issue.  HSA is a population-based metaheuristic algorithm which was first 
introduced by Zong Woo Geem[25]and has been applied to solve the optimization 
problem of water distribution networks. As pointed out by [26][27], HSA has gained 
popularity due to the fast convergence speed. It’s an algorithm which attempts to 
imitate jazz musicians especially those who play music together for the first time. For 
instance, they use improvisation and notes variations to find good harmony. Each 
musician in the group should find iteratively and over time the next note; to do so s/he 
refers to previously played notes and the context of music they are playing. Harmony 
search Algorithm uses this metaphor to iteratively produce a solution vector.  

Our contribution: the process of searching for better harmonies in HSA is re-
placed by the process of searching for better learning concepts to form an individual-
ized learning sequence, carefully considering both student’s needs and content coher-
ence. In the following section, HSA algorithm will be presented and discussed then, 
its application to automatic composition of instructional units will be illustrated. 

3.2 Harmony Search Algorithm 

HSA is a novel population-based meta-heuristic algorithm. The basic idea is ad-
justing the input (pitches) in order to obtain a perfect output (harmony)[28]. For in-
stance, when musicians try to come up with a new harmony, they usually try previous 
combinations of pitches they remember.  This is analogous to the process of finding 
an optimal learning path by combining different learning objects already stored in 
different learning repositories. HSA searches for a possible combination of candidate 
solutions, called also decision variables, the purpose is to minimize or maximize a 
fitness function, under a set of constraints. Figure 1 depicts the HSA Global Search 
Strategy.  

 
Fig. 1. HAS Global Strategy 

The harmony search algorithm works as following: 
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Step1: Initialize the optimization problem and algorithm Parameters. HSA 
Algorithm uses a set of abbreviations described below: 

• Xi: decision variable. 
• N: Number of decision variables. 
• HM: Harmony Memory, a memory system in form of a matrix; it contains the best 

solution vectors found within the search process. 
• HMS: The number of solution vectors in HM.  
• HMCR: Harmony Memory Consideration Rate explained in rule (1). 
• PAR: Pitch Adjusting Rate, explained in rule (3). 
• Ni: Number of iterations, it’s the basis for terminating the optimization process. 

The output of the initialization step is a HM Matrix with random decision varia-
bles. Each solution vector of the Harmony Memory is judged based on a cost function 
f(x) that the algorithm tries to recursively optimize. Obtained value of f(x) is stored in 
the last column of the Matrix. 

 

The improvisation step: Generate a new possible solution. A new solution vec-
tor X’= (X’1, X’2, X’3, X’4, ..X’N)  is generated based on three rules HMCR, Random 
Selection and PAR explained bellow, which decide on the value that will be assigned 
to each decision variable in the new solution vector.   The generation of new solution 
vector is called improvisation. 

Rules of selecting new candidate solutions are: 
Rule 1: select candidate solution based on HMCR (Harmony Memory Considera-

tion Rate): it refers to the probability that a specific candidate solution would come 
from existing Matrix HM, since it contains the best solutions found so far. The value 
of HMCR (0<=HMCR<=1) but usually greater than 0.5. 

Rule 2: select a candidate solution based on Random selection: it refers to the pro-
cess of random Selection of a solution candidate with a probability of (1 – HMCR). 

Rule 3: select candidate solution based on PAR (Pitch Adjustment Rate) the proba-
bility that a specific candidate solution in the new vector would be replaced by a new 
one assigned randomly within the bounds of the problem. 
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Harmony memory update. Once the new solution vector (Harmony) is obtained 
using the above rules (1) (2) and (3). The goodness of the new generated solution is 
calculated. The goodness of a solution vector function is calculated using a function 
f(x) that recursively calculate the cost of solution vector, each of which is a possible 
learning sequence. If the new solution is better than the worst solution stored in the 
HM, then the worst solution so far is excluded and replaced with the new one with 
less violated constraints. 

 

 
Stopping Criterion. The computation is carried out until the algorithm meets the 

following stopping criterion: 

• Maximum number of improvisations. 
• Maximum number of iterations. 
• Reaching a solution which satisfies all constraints. 

3.3 Harmony Search Algorithm For Automatic Composition of Instructional 
Units 

First of all, we explain the terminology related to the proposed variant of HSA in 
the following table, then we describe the algorithm steps. 

Table 1.   

Variable HSA Curriculum Sequence Terminology 
Xi Learning concept 
N Number of concepts of a learning sequence 

HM A set of learning sequence, each one is a vector of a Matrix 
HMS The number of possible learning sequences that we bill generated by the algorithm. 

HMCR Harmony Memory Consideration Rate: The probability of choosing a learning concept that 
will be assigned to a decision variable Xi from existing memory. 

PAR Pitch Adjustment Rate:  the probability that a specific learning concept in the new learning 
sequence would be replaced by a new one from a learning repository. 

Ni Number of iterations, it’s the basis for terminating the generation of instruction units. 
"i Weight assigned by tutor to learning concept i. 

Step1: Retrieves the worst solution 
vector stored in HM 

 

Step2: Includes the new solution 
vector in HM 
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In order to automatically generates individualized learning sequence, we set rules 
that will be used by the algorithm to select suitable learning concepts. This means that 
the arrangement of learning concepts should be drawn upon learner characteristics but 
is should also carefully consider intended learning outcomes and learning strategies. 
The algorithm should return an instructional plan in respect to the following con-
straints: 

Constraint 1: difficulty parameter. Content should be organized in an order of 
increasing complexity; beginning with simple case and avoiding too complex ones, or 
concepts already mastered. It is also worth mentioning that learning concepts should 
be presented one a time with a respect of total amount of time. 

Constraint2: Subject-matter coherence. Concepts have relationships to each 
other’s and learning one thing may require student to learning something else first, or 
learning one concept should be complemented by another one. Relationships within 
learning concepts are calculated based on students’ results on a pre-test. The result is 
a concept correlation matrix RC. A higher correlation means mutual relation of two or 
more concepts. 

Figure 2 depicts the links between four concepts. 

 
Fig. 2.  

In order to determine how a concept is linked to other ones we used formula be-
low: 

 

Each line of the matrix is a solution Vector (X={X1, X2, X3, X4 … XN) is an or-
dered list of learning concepts, each learning concept is covered by a Learning Object. 
Each solution vector of the Harmony Memory is judged based on a cost function f(x) 
that the algorithm tries to recursively optimize. Obtained value of f(x) is stored in the 
last column of the Matrix.   

The purpose f(x), in this case is to maximize f(x) subject to xi ! Xi, i=1, 2, 3,…, N, 
with 
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For a concept i, Ui is the student level calculated based on a pretest, "i is the 
weight assigned by tutor, and RC(i) is the  total correlation with other concepts.  

HM is first filled with decision variables (Learning Concepts) generated randomly 
from a range of their possible values in the search space (Learning Repositories).  
One optional step is to rearrange, in the initialization step, the order of solution vec-
tors according to f(x), from best to worst solution. The following flow chart depicts 
the steps the proposed variant of HSA Algorithm. 

 
Fig. 3. Flow chart of the proposed variant of HSA algorithm 
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4 Experiments and results 

The purpose of the experiment is to evaluate the efficiency of HSA computational 
technique in finding the best instructional Units. In order to apply HSA for automatic 
composition of instructional units, both problem and algorithm parameters are speci-
fied. We run a simulation of a “database” courseware with 14 Learning Concepts with 
an increasing complexity. In order to calculate the relationships within concepts, we 
used recorded data from a pretest. Table 2 describes data used for experiments pur-
pose. 

Table 2.  sample data used for experiments 

Id Name 
C1 Relational databases 
C2 Data Model 
C3 Logical Model 
C4 Normalization 
C5 Create Table 
C6 Alter Table 
C7 Insert Query Syntax 
C8 Select Query Syntax 
C9 Multi-table queries 

C10 Group By usage 
C11 Aggregate functions 
C12 Update Query Syntax 
C13 Delete Query Syntax 
C14 Using Restrictions 

 
The experiment of the proposed HSA variant is conducted under eclipse IDE, the 

algorithm is implemented using java programing language, in a computer with 
JDK1.8, an Intel Core i5 and 4 GB RAM with Windows 10.0 operating system.  

The experimental setup determines the performance of the proposed variant of 
Harmony Search Algorithm. For instance, speed and quality of the best learning se-
quence generated are important factors. In order to determine the computational cost, 
HSA is performed for 4500 iterations which stands for the number of evaluation of 
the fitness function, also considered as a basis for terminating the optimization pro-
cess. Results  

It has been observed that when multiplying the number of learning concepts, the 
algorithm speed remained reasonable. This important since the automatic composition 
of the instructional unit should be done “on the spot” right after the learner finishes 
the online assessment of perquisites. Figure 4 depicts HSA computational cost for 
generating instructional units. 
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Fig. 4. HSA computational cost 

Still, as in contrast with other algorithm the number of iterations, parameters and 
constraints influence the algorithm behavior. For instance, HMCR parameter influ-
ences the convergence of the algorithm. Lower HMCR parameter (between 0 and 0.5) 
leads the algorithm to converge quickly to local solution and higher HMCR parameter 
(between 0.5 and 1) leads the algorithm to optimal and global solution but may need a 
considerable number of iterations. The best solution is yet to find the finest HMCR 
values suitable to: number of learning concepts to search for and the number of learn-
ing concepts in learning repositories respectively.  

We concluded that the proposed approach is promising. Pitch Adjustment Rate of 
Harmony Search Algorithm is modified so to fix three encountered issues: (1) Rear-
ranging the order of Learning Concepts based on increasing complexity. (2) Remov-
ing redundant concepts and replacing them with new ones. (3) Taking into considera-
tion that a learning sequence could entail less than Ni concepts for students who 
showed mastery for some Learning Concepts. The time window violation variable is 
not yet considered.#

 
Fig. 5.
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5 Summary 

In this contribution, a new method to generate the learning path at beginning of 
online session is proposed. The purpose is to provide each learner with an individual-
ized teaching learning sequence in a step by step process to achieve a standard of 
performance. More specifically, it is about selecting suitable learning concepts and 
sequencing them in a way that will be appropriate to student level of mastery with a 
respect to subject-matter structure. 

The first constraint aims to provide students with content which fits their level and 
in an order of increasing complexity. The second constraint aims to ensure content 
coherence by maximizing relationships within concepts of the learning sequence. 
These relationships are calculated based on students’ answers to a pretest. The result 
is a concept correlation matrix.  The proposed algorithm uses the matrix to find a 
learning sequence which maximizes relationships within its concepts and presents 
learning concepts an order of increasing complexity, beginning with simple case and 
avoiding content that is too complex for student. 

Each iteration, the algorithm improvises a new possible learning path, and then 
evaluates its goodness using a cost function. If the new learning path is better than the 
worst solution in the matrix, then the algorithm applies a harmony memory update to 
include the new solution vector. 

As result, the Matrix (HM) contains N best solutions sorted according to their 
goodness. The output of the algorithm is N Best learning sequences.  The best one yet 
is the first one on top of the matrix. 

One advantage of HSA is its stability. For instance, when multiplying the number 
of learning concepts in the learning sequence and the number of learning objects in 
the search space, the algorithm speed remained reasonable 

6 Conclusion 

For several years great effort has been devoted to the study of the field of adaptive 
e-learning systems. Many researchers pointed out the importance of taking into con-
sideration the learning characteristics in the design of those systems. We addressed 
the issue of automatic generation of instructional units with two sources of con-
straints: learner’s current knowledge and interrelationship within a subject-matter. We 
proposed an intelligent mechanism of selecting and rearranging concepts into a learn-
ing sequence, using an adapted Harmony Search Algorithm. For future work, we 
intend to integrate the proposed algorithm into Moodle Learning Management System 
in order to generate instructional plan for bunch of learners and analyze some algo-
rithm parameters. For instance, we would like to measure the extent to which generat-
ed curriculums fit each case of learners, this is by considering both students and 
teachers point of view.   
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