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Abstract—Considering the importance of datacenter to cloud English edu-
cation platform (CCEP), this paper designs a novel datacenter for the CEEP, 
which realizes resource pooling on the storage, network, computation and other 
infrastructures through integration of virtualization technology. Meanwhile, the 
intelligent, automatic and centralized service orchestration and scheduling man-
agement were implemented via the global CEEP system. On this basis, a com-
plete datacenter solution was developed for the CEEP. Through performance 
analysis, it is concluded that the solution can significantly improve the effec-
tiveness, resource utilization, service deployment efficiency as well as operation 
and maintenance management. 
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1 Introduction 

The sharing of education resources is the key to the current English education re-
form in China. Based on cloud computing and virtualization, the cloud English educa-
tion platform (CEEP), has become a popular tool for resource-sharing English educa-
tion in the market and in universities. This novel education system is conducive to the 
informatization of English education and the development of English education busi-
ness [1]. 

 The operation of the CEEP relies on the supporting hardware, i.e. the datacenter. 
However, the datacenter construction now faces four major challenges, namely, the 
high cost of hardware, the low resource utilization, the complex configuration, and the 
difficulty in deployment. For hardware cost, the traditional datacenters require the 
purchase of multiple hardware and physical devices in advance, which pushes up the 
pre-work cost and drags down the yield in the initial phase. For resource utilization, 
the underlying resources of the traditional datacenter cannot be used flexibly; what is 
worse, resource borrowing and sharing are not allowed between different devices. For 
configuration, largescale cloud computing datacenters need massive server clusters 
and require tens of thousands of physical network devices to access and integrate 
virtual switches [2]. For business deployment, it is impossible to deploy traditional 
datacenters rapidly or move the related services in a flexible manner. 
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These defects of the traditional datacenters, coupled with poor scalability, serious 
restrict the informatization of the CEEP. This calls for a new type of low-cost data-
centers that support virtualization, intelligence, and easy expansion, and facilitate the 
allocation of available resources on demand.  

In light of the above, this paper designs a novel datacenter for the CEEP, which re-
alizes resource pooling on the storage, network, computation and other infrastructures 
through integration of virtualization technology. Meanwhile, the intelligent, automatic 
and centralized service orchestration and scheduling management were implemented 
via the global CEEP system. On this basis, a complete datacenter solution was devel-
oped for the CEEP. Through performance analysis, it is concluded that the solution 
can significantly improve the effectiveness, resource utilization, service deployment 
efficiency as well as operation and maintenance management. 

The remainder of this paper is organized as follows: Section 2 reviews the relevant 
studies on the construction of the CEEP; Section 3 puts forward the datacenter design 
for the CEEP; Section 4 carries out the performance analysis of the proposed solution; 
Section 5 wraps up this paper with some meaningful conclusions. 

2 Literature Review 

Much research has been done at home and aboard on the construction of the CEEP. 
For example, Reference [3] introduces the concept of English education cloud by 
applying cloud computing technology in English education, explains the framework 
and functions of three English education cloud services centered on virtualization, and 
proposes the method for the construction of the basic CEEP. Reference [4] builds a 
new IT infrastructure platform, which provides users with stable and efficient access, 
improves hardware resource utilization and reduces maintenance and management 
costs.  

Reference [5] builds a free, flexible and multi-purpose English education platform 
called Seattle, which combines cloud computing, grid computing, peer-to-peer net-
work and distributed systems into an organic whole; multiple operation systems and 
architecture systems can be integrated on this platform to provide available computing 
resources for multi-user social platforms, eliminating the needs for dedicated infra-
structure. Reference [6] identifies the most common infrastructure of cloud computing 
architecture for e learning through extensive review, and verifies the applicability of 
the infrastructure to the data mining of English education using some examples of 
cloud computing-based e learning. 

Reference [7] underlines the importance of cloud computing in English education, 
and ascertains the most common cloud service environment in universities, noting 
that cloud computing enables users to access data and software anywhere, as long as 
there is Internet access. Reference [8] explores the technology acceptance and appli-
cation based on cloud computing e-learning system, and carries out a survey on  mul-
tiple participants in e-learning based on cloud computing and an analysis using a 
structural equation model, revealing that e-learning based on cloud computing is in-
fluenced by performance expectations, social impact and hedonic motivation.  
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Reference [9] designs a global open online learning system, capable of storing 
mass data and integrating vast learning resources, based on Google's cloud computing 
platform and Google App Engine, aiming to improve the integration of online learn-
ing information resources and encourage teacher-student interaction. Reference [10] 
probes into cloud computing and its application in big data processing of higher dis-
tance English education, and presents a parallel k-means clustering algorithm based 
on cloud computing platform Hadoop [11]. 

Based on the previous studies, this paper investigates the application and construc-
tion of the CEEP in the following steps: the conceptual design of the datacenter for 
the CEEP was carried out, and a datacenter architecture was then built to integrate the 
cloud network based on computation/storage/network virtualization technologies. The 
proposed solution enables global service orchestration and deployment with the CEEP 
and network controller, laying the basis for coordinated scheduling for global English 
education resources.  

3 Conceptual Design for CEEP Datacenter 

As its name suggests, the CEEP is implemented based on cloud computing. 
Through co-building and sharing of resources, the platform provides users with a 
comprehensive, high-quality solution for English education, and achieves centralized 
management by high-speed network, high-performance computing, cloud computing 
and other key technologies. Here, the design concept of the proposed CEEP datacen-
ter is elaborated from the angles of system integration, network architecture, computa-
tion architecture and storage architecture. 

3.1 System Integration 

The overall architecture of the datacenter was inspired by software definition. 
Through scenario- and module-based design, the physical architecture was decoupled 
from the infrastructure, and the infrastructure was decoupled from the service mod-
ules. In this way, new business could go alive quickly thanks to the scalability of the 
datacenter and the dynamic expansion of services. 

The authors created a software-defined infrastructure based on a universal hard-
ware design with typical specifications, with the aid of virtualization technology. The 
concise and reliable infrastructure is easy to deploy, manage, expand and upgrade, 
allowing the management, supervision, analysis and virtualization of computing, 
storage, and network and other resources.  

The resource pool in the infrastructure guarantees the scientific management of all 
physical resources. As a result, the users are provided with better investment protec-
tion, and a variety of datacenter requirements are satisfied, including but not limited 
to new construction, upgrading, expansion, as well as global management and control. 

Since the datacenter supports computing, network and storage in English education 
system, it was integrated with key technologies and development trends in English 
education market, forming a module-resource pool management platform capable of 
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scientific management of the datacenter. As mature datacenter management software, 
the resource pool management platform facilitates the global deployment, allocation 
and supervision of underlying IT resources, changes the scale of resource allocation 
dynamically on demand and adapts to the dilatation of different applications quickly  

The overall architecture of the datacenter is illustrated in Fig.1 below.  

 
Fig. 1. Overall architecture of datacenter solution 

3.2 Network Architecture 

In traditional datacenters, the network architecture consists of such three levels as 
the core level, the convergence level and the access level. The three-layer structure 
leads to many problems, e.g. network congestion and low data conversion efficiency. 

In view of these, the proposed datacenter adopts a flat core network architecture 
based on the SDN. Involving data and control planes, the network architecture 
achieves the intelligent management on the underlying equipment for physical net-
work, and provides a software-defined virtualization network for the upper layer ap-
plication. As shown in Figure 2, the virtualization component at the core of the net-
work architecture provides an expansion mechanism for the system, and enables the 
global control over network resources, including hardware devices (e.g. switches, 
routers, firewalls, and load balancers) and devices in the virtual environment. 
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This network architecture enjoys the following advantages. The hardware cost is 
low thanks to the network switching based on universal devices and software-defined 
methods. The network is fully utilized due to the application of cloud computing in 
dynamic scheduling of resource pool. The network is simple and high performing, 
allowing the traffics for high-performance server. The operation and maintenance 
costs are reduced with the provision of a global network management interface. The 
network is highly reliable as link loop problems and network downtime are solved by 
virtual cluster and stacking technology. 

 
Fig. 2. Network architecture 

3.3 Computation Architecture 

With the aid of the virtualization technology, the datacenter integrates the compu-
ting resources from the underlying physical devices, and satisfies the users’ demand 
for flexible and reliable computing capacity. As shown in Figure 3, the virtualization 
service architecture encompasses an access level, a scheduling level, a driver level, 
and a virtualization level. 

Specifically, the access layer receives the network request via a standard interface. 
The scheduling layer selects the appropriate driver in light of the policy configura-
tions, and sends the request information to the driver for treatment. The driver layer, 
as the core of the virtualization subsystem, converts the request information into a 
format that the virtualization layer can process via each virtualization software driver. 
Besides, this layer runs the appropriate virtualization software, and performs resource 
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operations. The virtualization layer realizes global management on heterogeneous 
virtualization resources for the system (e.g. VMware, KVM and Docker). 

 
Fig. 3. Virtualization service architecture 

The main functions of the virtual machine subsystem range from resource syn-
chronization, virtual machine management, host management, to performance acqui-
sition. Resource synchronization refers to synchronizing data between the underlying 
environment and resource pool, as well as between resource pool and virtual machine. 
Virtual machine management stands for the creation, startup/shutdown and change of 
virtual machine. Host management covers cluster management, storage management, 
and port group management, among which, cluster management ensures load balanc-
ing and high availability in the cluster. Performance acquisition means the collection 
of performance data (e.g. as CPU and memory) of physical and virtual machines in 
the current environment to supervise the underlying resources. 

3.4 Storage Architecture 

The datacenter adopts software-defined storage (SDS) to facilitate the pooling of 
all resources and create a friendly user interface and improved API. In this way, the 
users can perform scale-up or scale-out without any more workloads. The SDS makes 
it possible to deploy and manage heterogeneous or proprietary storage platforms, 
featured by automation, standard interfaces, virtual data paths, scalability and trans-
parency. 

The SDS includes three functions, namely, storage management, data service and 
data request service. The storage management refers to the building of a storage re-
source pool through the depiction and virtualization of the features for storage re-
sources like flash disk, mechanical disk, storage array, and JBOD from the server via 
storage management protocol (such as SMI-S). After resource pooling, the data ser-
vices like space deployment, data availability, data protection, and data security are 
provided according to the user’s storage service level. The data request service in-
cludes responding to the software developer’s data request via storage resource in-
voke interface, and providing the appropriate storage resource to the user according to 
his/her service level. 
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4 Performance Analysis 

The performance of the proposed datacenter design was discussed from the follow-
ing perspectives: deployment automation, operation and maintenance visualization, 
and access flexibility. 

4.1 Deployment automation 

As shown in Fig. 4, the CEEP platform, working with the network controller, 
transfers the application, logic, and physical networks for end-to-end automatic de-
ployment, and supports minute-level service online. Specifically, the cloud manage-
ment platform converts the application view into a logic network view based on the 
service perspective, and defines a dedicated network for that view. Next, network 
controller converts the logical network into a physical network according to the phys-
ical network resources, and automatically delivers the configurations. 

 
Fig. 4. Conversion among network views 

4.2 Operation and Maintenance Visualization 

As shown in Fig. 5, network status information is globally logged and analyzed 
through the visualization of network resources, services and quality. Based on big 
data, the intelligent analysis enables minute-level fault positioning, improves opera-
tion and maintenance efficiency, and reduces operation and maintenance costs. 
Thanks to network visualization, the network resources can be displayed, supervised, 
managed and utilized based on the traffic of specific application. Besides, the visuali-
zation of network services supports the conversion among the application, logic, and 
physical topologies. 

Application network Logical network Physical network
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Fig. 5. Visualization of network operation and maintenance 

4.3 Access Flexibility 

As shown in Fig. 6, the virtualized network decouples the logical network from the 
physical network, supports dynamic migration of virtual machine, optimizes the 
transmission path, enables the sharing and flexible scheduling of computing and stor-
age resources, and improves the use of network, storage, and computing resources.  

 
Fig. 6. Network resilient coupling 

4.4 Index Analysis 

The indices of the proposed datacenter architecture were theoretically analyzed and 
compared with those of the traditional architecture. According to the results in Table 
1, the proposed datacenter reduced the pre-construction cost by over 40% from the 
level of the traditional architecture, because it only deploys hardware devices required 
by actual services. Besides, the proposed architecture utilized more than 70% of the 
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available resources using 45% less energy than the traditional architecture. This is 
because a global resource pool is formed in the IT systems and over 90% services run 
on the virtualization platform. In terms of service deployment efficiency, the proposed 
architecture reduced the business deployment time by 60%, making it possible for 
rapid service expansion. Moreover, no data went missing, no downtime occurred, all 
faults were detected automatically and all services were migrated automatically in the 
proposed architecture, an evidence for seamless service protection. The 30% increase 
in operation and maintenance efficiency is attributable to the datacenter management 
software, which manages multiple resource pools and displays the full running view; 
the users are free to view system status at any time. 

Table 1.  Comparison between traditional and cloud platform programs 

Items Traditional architecture Proposed datacenter architec-
ture 

CPU utilization 10% 50% 
Memory utilization 20% 70% 
Network bandwidth utilization 30% 60% 
Unexpected downtime Several hours Zero 
System recovery time 1 h 5 min 
Business deployment time 30 min 10 min 
System consumption High Low 
Single point fault Yes No 

5 Conclusion 

In view of the importance of the CEEP in English education and its dependence on 
datacenter, this paper elaborates the design of datacenter for the CEEP from the per-
spectives of system integration, network architecture, computation architecture and 
storage architecture, and realizes resource pooling on the storage, network, computa-
tion and other infrastructures with the aid of virtualization technology. The proposed 
CEEP, working with network controller, supports global business choreography and 
scheduling management, and features automatic deployment, visualized operation and 
maintenance and flexible connection. Through performance analysis, it is learned that 
the proposed CEEP datacenter architecture performed well in total cost, resource 
utilization, service deployment efficiency and operation and maintenance. 
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