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Abstract—At the moment, all observed forms of communication are reduced either to a person-to-person scheme or person-to-device. But the Internet of Things (IoT) offers us a tremendous Internet future, in which will appear the communication type machine-machine (M2M). This makes it possible to integrate all communications into a common infrastructure, allowing not only to manage everything that is around us, but also providing information about the state of these things. The purpose of this paper is to create the client part of the client-server system for remote control of home appliances using cloud services through commands entered using handwritten words. For this we develop algorithms and methods for handwriting recognition using neural networks and implement a mobile application on the Android platform, which allows remote control of devices via cloud services based on commands entered using handwritten words. Anyway, this article will give a good understanding to other researchers who want to start their research on the IoT and will contribute to the effective accumulation of knowledge.
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1 Introduction

At present, due to the increase in computer productivity, the field of application of technical vision systems, in particular, text recognition systems (TRS), which are relatively short sequences of characters from some a priori known alphabet, is significantly expanding. TRS are a special case of OCR-systems (Optical Character Recognition), represented by text recognition systems of different origin (printed, hand-printed, hand-written), but have a number of distinctive features.[1] [2] At the same time, the problem of the synthesis of TRS with given efficiency indicators remains unsolved. The effectiveness of TRS is usually characterized by a number of criteria. On the one hand, it is the quality of recognition, which includes probabilistic efficiency criteria, on the other hand, the time of the video image analysis working cycle, often limited by the requirement of real-time recognition. At present, the values of the performance criteria for most of the systems in operation are far from ideal, which is caused not only by the imperfection of the algorithms used. In practice, an
increase in the efficiency of the system is associated with the adjustment of the parameters of its algorithms, which makes it possible to adapt the system to the specified operating conditions (optical design, label type, lighting, etc.)[3]. Usually TRS function as part of optoelectronic monitoring systems, which causes the following main differences from OCR text recognition systems: the low resolution of analyzed, complex background of text, presence of significant distortions introduced by the external environment, and high speed requirements. Another feature of TRS is that, as part of the optoelectronic control systems, TRS is used to identify objects with registration labels, such as labeled industrial products (steel slabs, pipes, etc.)[4]. The solution to the problem of text recognition is divided into a number of subtasks: separation of text from graphic information, removal of noise, selection of lines and individual words, recognition of letters and words. The most difficult is the task of recognizing handwritten words written together. There are a number of approaches to handwriting recognition, in particular, approaches based on the use of neural networks [5], on the use of hidden Markov models and structural features of letters and words [6].

2 Technologies Implementation System

2.1 Mobile platform analysis

For the development of a mobile application, the Android platform was chosen. Currently, Android is developing exponentially: every year the number of users of this operating system is constantly growing, thanks to the availability of mobile devices with this operating system. The Android operating system occupies 69.2% of the global mobile device market[7]. The Android platform is based on the Linux kernel and its own implementation of the Java virtual machine. Android allows you to create Java applications that control the device through the libraries developed by Google. Android Native Development Kit allows using libraries and application components written in C and other languages, which adds freedom to developers. Android freely provides a set of software for developing SDK software. It allows to quickly customize the application. The architecture of Android applications is based on the Model -View-View Model template (MVVM) template[8] [9]. This template consists of three components Model, View, View Model, the relationship between which is shown in Figure 1.

![Fig. 1. MVVM template](image-url)
2.2 Cloud service analysis

Cloud platforms internet of things (IoT) provide software that integrates everything in the system of the Internet of things. IoT can use the resources and functionality of cloud services. Such services can manage devices, collect and analyze data from devices, coordinate interaction with other services. Such companies as Microsoft, Amazon, Oracle develop their cloud platforms for this purpose. Consider the cloud service Microsoft Azure IoT Hub The interaction with the device is carried out using its device twin. Device twin is an abstraction for determining the state of a device. A device twin is a JSON – document that includes tags that are available only to devices, and properties used to synchronize settings between a device and its twin[10].In the Microsoft Azure IoT Hub service, there is no concept of an event as a notification mechanism between a device and a cloud service. But processing of messages at the level of applications deployed in the cloud service is available. Smart devices transmit data, called messages, through a device gateway. This data is used to update the shadow of the device. The device shadow is an object containing information about the device, which is updated when the state of the device changes. Figure 2. shows the mechanism for interacting with the shadow devices. The presence of this object eliminates the need to request information from the device to obtain its state and reduces the load on the network.

![Fig. 2. The mechanism of interaction with the devices shadow](http://www.i-jim.org)

Let us take a closer look at the mechanism of device interaction using the MQTT protocol [11]. AWS IoT devices use the MQTT protocol to transfer messages between the cloud and other devices. MQTT is one of the most popular M2M – communication protocols for the Internet of things at present. The advantages of this channel are data packets of a minimum size and the ability to distribute packets to several applications at the same time [12] [13][14]. MQTT was designed to implement a publisher-subscriber message exchange pattern. This approach allows applications to operate independently over the network and provide scalable solutions for IoT applications. The Publisher / Subscriber Template is used when multiple clients generate data to be sent to an intermediary who coordinates incoming and outgoing messages. In this case, the client does not know about the recipients of his message. When devices
communicate, messages go through what are called themes. Themes are part of the MQTT protocol. By topic, data is transferred between publisher devices and subscribing devices. A message can be sent only if the device publishes a message to a subject, and this message can be received by another device only if it is subscribed to this theme. Figure 3. shows the scheme of interaction of devices using the MQTT protocol.

![MQTT Protocol Diagram](image)

**Fig. 3.** MQTT protocol for device interaction

2.3 Word recognition task

The template method is one of the classic methods used to recognize handwritten characters[15] [16] [17]. It is based on comparing recognizable characters with a certain set of template images. Since in this case it is required that the dimension of the images be the same, the input image is normalized. For each input image, correlation coefficients are calculated, which reflect the difference between this image and the template. This method is simple to implement, has a relatively high recognition rate, but a significant drawback is the need to write characters in accordance with a predetermined pattern. The feature recognition method is to select a certain feature vector for the symbol image. The constructed vector is compared with some set of reference vectors by counting, for example, the Euclidean distance between these vectors. The advantage of this method lies in its immunity to character drawing, inclination and proportions. The disadvantage is the instability in relation to various image defects. In the structural method of recognition, the image is converted into a topological representation, which contains information on the relative position of the structural elements of the symbol. The disadvantages of this method are similar to those of the indicative one. The use of neural networks is based on the learning process. This method requires a large amount of data for training. The neural network based on the training sample and tags adjusts its weights. This approach is highly efficient in handwriting recognition. Next, we consider an algorithm based on a combination of neural networks, allowing to recognize handwritten text.
2.4 Handwriting recognition algorithm based on neural networks

An algorithm has been developed for handwriting recognition, which is a composition of neural networks. It consists of the sequential application of a convolutional neural network and a recurrent neural network. The algorithm is shown in Figure 4.

![Algorithm for handwriting recognition](image.png)

**Fig. 4.** Algorithm for handwriting recognition

The first step is to input the image to the input of the convolution neural network to extract features that are most characteristic of this image. The next step is the application of recurrent neural networks to the tensors of the received features. Next comes the decoding algorithm. This decoding algorithm takes the output of the recurrent neural network from each time step and produces final labeling. The IAM dataset, which consists of 79 different symbols, was used to train this neural network. The IAM dataset contains handwriting images in English [18] [19]. It includes 115,320 images with words and corresponding labels. Figure 5. Shows an example of an image from the IAM database.

![Image in IAM database](image.png)

**Fig. 5.** Image in IAM database

Thus, a black and white image with a size of 128 × 32 pixels is input to the model. Typically, images from a dataset do not have the desired size, so for learning, their size changes until it is 128 pixels wide and 32 pixels high. Next, the image is normalized, which simplifies the recognition task for the neural network. On the basis of the image obtained, the neural network is trained. The concept of neural networks is based on attempts to reproduce the human nervous system [20] [21]. Namely, the ability of the nervous system to learn and correct mistakes. The human nervous system is a complex network of structures that ensures the interconnected behavior of all body systems. A neuron receives signals from other neurons through several input channels. Each input signal passes through the weights. The weighted sum of the input data is calculated, the activation function is applied to it, and the signal from this neuron to the synapses of other neurons is determined.[22] [23] [24].
In Figure 6, an algorithm for recognizing handwritten words is presented. The black and white image transmitted to the input of the neural network has the following form: height is 32, width is 128 and the number of channels is 1. This image is transferred to the convolution neural network to extract the signs. The output is a sequence of 32 elements, the element corresponds to the step. Each sequence is a vector with a length of 256 elements. Consider the architecture of convolution neural networks. CNN is a class of neural networks that specialize in processing data like a matrix. Images have just such a structure.[25] [26] [27] In the convolution neural network-CNN there are 3 layers: (1). Container layer (2). Sub-sampling layer (3). Completely connected layer.[28] [29] [30] [31].

![Diagram](image.png)

**Fig. 6.** Scheme of the algorithm for handwriting recognition

### 3 Development of Software Instrumentation

#### 3.1 Architecture and composition of the mobile application

The mobile application for managing IoT devices interacts with the cloud service. Figure 7. shows the general interaction scheme with the cloud service AWS IoT.

To implement this interaction scheme, the following architecture is proposed, as shown in Figure 8. The interface for entering handwritten words allows you to enter commands. It is an area for drawing. This creates an image with handwritten text according to the following levels:
- The image analysis module recognizes text, which is a command to the IoT device, from the image.
- The device control command module provides the ability to create, edit, delete devices and their corresponding commands.
- The cloud service interaction module manages connections to AWS IoT using credentials and subscribes and publishes to the topics in the MQTT protocol corresponding to the commands.

![Diagram of interaction with AWS IoT](http://www.i-jim.org)

**Fig. 7.** The general scheme of interaction with the cloud service AWS IoT

![Diagram of application architecture](http://www.i-jim.org)

**Fig. 8.** Mobile Application Architecture

To start working with the system, the user must configure the credentials that will provide access to the cloud service using this application. You also need to enter devices and commands for them in the application settings.

- The user's communication with the application is as follows: the client writes text on the screen of the mobile device, then he presses the save button, after which the received handwritten text is saved as an image.
- The processed image gets to the input of the neural network and, as a result, we have the recognized text. There is a comparison of the received word with a set of commands laid down for controlling devices, for example, home appliances. If the command is found, the corresponding message is sent to the cloud service.
• If the command is not found, the user is notified that there is no recognized command.

3.2 Modules of mobile application

The mobile application implemented in this paper consists of the following modules:

• Module for writing handwritten words
• Module for recognizing handwritten words
• Module converts text into a command to the device
• Module for accessing the server

The handwriting input module provides an interface that allows you to enter commands. It includes the logic of drawing words. When implemented, the input area corresponds to the width of the screen. The Path object stores the coordinates of the gesture on the screen. When a finger touches the screen, the current state of the Path is cleared, and instead we translate the Path to the current touch point. After the motion effect is detected, the delta of motion along the x and y axes is calculated. Lines are Bezier curves. When a finger is lifted from the screen, the final version of the line is saved and the current path is reset so that there are no failures. The application allows you to draw words with several gestures. In addition, the current location of the finger on the screen, which will be needed after drawing this part of the word.

3.3 Results and discussion

The user can add a new device to the system, as shown in Figure 9. Add the device "TV".

When clicking on any element, a transition to a list of commands that are feasible for the device in the system. The created device does not yet have commands. Add a command to turn on the TV, as shown in Figure 10. To do this, enter the name of the command, the topic through which the device will interact, and a message for publication in the topic. Thus, a command is set to control a device connected to the AWS IoT cloud service.
Fig. 9. Adding a device

Fig. 10. Adding a command

The system is configured. A command is activated by a device when it is entered by hand on the main screen of the application. An example is shown in Figure 11. The user specifies the command and device, then presses the button on the right at the bottom of the screen. Enter the command to turn on the TV.
Fig. 11. Message with successful recognition and sending commands

Fig. 12. Message with no command entered in the system

The system recognizes the received command and establishes compliance with the command that allows to control the Internet of Things devices.

If you enter a command or device that is not in the system, as shown in Figure 12, a message appears on the screen stating that this command was not found.

4 Conclusion

Developing a system to recognize handwritten characters remains an urgent task. Many software solutions that are widely available on the market do not solve the problem in full. To develop algorithms and methods for controlling devices based on handwritten words, this will establish a correspondence between the entered command and the command specified in the system, and interact with the cloud service via messages in the MQTT protocol. Moreover, most of the existing programs are paid, which makes them difficult to use. Text recognition systems can be applied in areas that require the processing of a large number of handwritten documents such as filled out forms, questionnaires, and in public institutions.
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