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Abstract—Liver segmentation in CT images has multiple clinical applica-

tions and is expanding in scope. Clinicians can employ segmentation for patho-

logical diagnosis of liver disease, surgical planning, visualization and volumet-

ric assessment to select the appropriate treatment. However, segmentation of the 

liver is still a challenging task due to the low contrast in medical images, tissue 

similarity with neighbor abdominal organs and high scale and shape variability. 

Recently, deep learning models are the state of art in many natural images pro-

cessing tasks such as detection, classification, and segmentation due to the 

availability of annotated data. In the medical field, labeled data is limited due to 

privacy, expert need, and a time-consuming labeling process. In this paper, we 

present an efficient model combining a selective pre-processing, augmentation, 

post-processing and an improved Seg Caps network. Our proposed model is an 

end-to-end learning, fully automatic with a good generalization score on such 

limited amount of training data. The model has been validated on two 3D liver 

segmentation datasets and have obtained competitive segmentation results. 

Keywords—Segmentation, Capsules Network, Deep Learning, Medical images 

and Liver volumetry.  

1 Introduction 

Liver segmentation refers to the delimitation of the hepatic zone in the abdomen, it 

plays an important role in the diagnostic process of the liver. Precise liver segmenta-

tion is essential for many clinical applications such as computer-aided diagnosis and 

computer-assisted surgery. However, manually segmenting the liver is subjective, not 

very reproducible, takes time and can only be done by experts [1]. Therefore, auto-

mated segmentation is desired to achieve precise hepatic segmentation on a large 
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scale. Despite advances in computer vision, the automatic segmentation of the ab-

dominal organs and especially of the liver remains a difficult problem due to the com-

plex shape, high shape variation between patients, the low boundaries between the 

adjacent organs, the complexity of the background and the low contrast in this type of 

images. Recently deep learning has been very successful in several areas more pre-

cisely on image processing tasks, this success is due to the high availability of labeled 

data necessary for these algorithms. In the medical field it is difficult to have a labeled 

dataset with sufficient amount of data, and this represents a critical issue for applying 

deep learning models. To meet these challenges, we are introducing an end-to-end 

model for liver segmentation using the capsules networks. Capsules networks have 

shown better generalization in the tasks of images classification in a limited amount 

of annotated data, they have also shown their robustness in the face of view and scale 

changes[2]. This document is organized as follows. In section 2, we describe the re-

lated work of learning the characteristics and frameworks proposed for the segmenta-

tion of the hepatic organs. In section 3, we present the proposed model for liver seg-

mentation. In section 4, we report the results of the experience of our approach. Then 

our conclusion is presented in section 5. 

2 Related Works 

Many segmentation methods [3] and strategies have been proposed, we classify 

them in three categories: manual, semi-automatic and full-automatic. 

 

Fig. 1. Segmentation strategies  

Manual strategy relies on user interaction via drawing and contouring the liver 

boundaries for each scan slice, semi-automatic strategy relies on developed hand-craft 

features extractors and require user initialization of the algorithm and the full-

automatic strategy most case are based on artificial intelligence to calculate the 

likelihood that a given pixel belongs to the object of interest. 
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Table 1.  Strategies strengths and weakness 

 Manual Semi-automatic Full-automatic 

Strengths High Acuraccy, Robustness Fast Reproducibility Fast Reproducibility 

Weakness 
User interaction, Time consum-

ing, Subjectivity 

Coarse initialization, Operator 

dependent 

Huge labeled data, Com-

plexity 

 

In Full-automatic strategy Deep learning models have resulted the high accuracy in 

many application such as classification, recognition and segmentation. The most 

popular deep learning-based segmentation algorithms are CNN wise pixels 

classification or auto-encoders architecture. [4] introduced U-Net an alternative CNN-

based pixel label prediction and was the first designed and applied in 2015 to process 

biomedical images. Following this, a lot of works have been done based encoder-

decoder structure, with dense connections, skip connections, residual blocks [5], 

SegNet [6], RefineNet [7], and DeepLab [8]. However, the success of this approaches 

is in the huge availability of labelled data due the big number of trainable parameter 

over 130 Million.  

3 Capsule Networks Intuition 

Works based on the CNN architecture has shown high performance and widely 

used in computer vision,. However CNN uses max pooling layers to reduce the 

receptive field, these layers make the network invariant to small translations of 

objects but they cause the loss of spatial information in the deep layers, while spatial 

information is important in the task of segmentation. In addition, CNN networks 

require a huge amount of tagged data for learning, which is not available in the 

medical field due to privacy and the need for a of experts. Recently Sabour and 

Hinton [9] introduced the idea of capsule networks that work well on limited labeled 

data, where a capsule is a set of neurons that learn the pose vector (spatial 

information, magnitude, prevalence, ... ), the length of the vector is the probability of 

the object's presence. The capsules are equivariant and consist of a neural network 

which accepts and delivers vectors as opposed to the scalar values of CNNs. 

 

Fig. 2. Representation of a capsule from Sabour paper [9].  

Several pros motivate us to use capsules: Viewpoint Invariance, Fewer Parameters, 

Better generalization to new viewpoints and Defense against white-box adversarial 
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attacks [2], [10]. Three general methods of capsule implementations exist in literature. 

These are transforming auto-encoders [11], vector capsules based on dynamic routing 

[9] and matrix capsules based on expectation-maximization routing [12]. 

4 Contribution 

In our work we proposed a model for ct liver segmentation based on SegCaps [13] 

network using convolution layers, max-pooling layers, transposed convolution layer, 

dropout, primary capsule layer, digital capsule layer and fully connected layers layers. 

To avoid spatial information loss, skip connections are used. 

 

Fig. 3. Model workflow 

4.1 Dataset 

The datasets contain two collections of CT images. The first database is from 

CHAO challenge [14] and contains 40 different patients around 90 slices for each 

patient. Patients in this collection are potential liver donors, who have healthy (no 

tumors, lesions or any other diseases) liver. The patient orientation and alignment is 

the same for all slices. Each data set has a resolution of 512x512, x-y spacing between 

0.7-0.8 mm and having 3 to 3.2 mm inter-slice distance. The second collection is from 

SLiver07 challenge contains 20 training 3D CT scans, data is stored in Meta format 

containing an ASCII readable header and a separate raw image data file, to fit this 

collection into the network each subject was sliced into 2D images based on axial 

direction. In order to enhance the generality of model, these two datasets are aligned 
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and randomly merged to create a new dataset which will be used in the proposed 

model. Example image data from these three datasets are shown in Fig. 4. 

 

Fig. 4. Dataset images samples.  

4.2 Preprocessing 

In order to get a high hit rate of liver segmentation in CT images, many 

preprocessing techniques on the input images has been adopted. First we cleaned the 

images from noise and artifacts, a median filter is used to remove the outliers and 

anisotropic diffusion filter is applied to each slice for noise reduction and boundary 

preservation then we exclude the pixels out of range [-1000, 2000]. For normalization 

and contrast enhancement, CT values are mapped from the soft tissue range to the 

gray scale [0 255] and to improve the viewing of images with low contrast stretching 

is applied to windowed images. The DICOM images come from two different 

challenges and comprise an heterogeneous sets of Liver CT images that were captured 

by several technicians with different machines a linearization process is applied to 

have same orientation.  

 

Fig. 5. Images preprocessing results  
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4.3 Data augmentation 

To avoid the overfetting issue and deal wih the limited data, one of the most used 

techniques is the data augmentation. Our model counts over than 1 Million of 

trainable parameters which need a big dataset for efficient generalization. For this 

purpose, we suggest to combine two databases CHAOS[14] and Sliver07, to obtain 

more than 7000 images. However, this number of images in not enough, then we 

artificially generate new slices. We used classical augmentation techniques on gray-

scale images include mostly affine transformations such as crop, addition of noise and 

elastic deformation (translation, rotation, flip, scale, jittering, sharpening filters, 

adding mean-images based on clustering techniques), we avoided transformations that 

cause shape deformation like shearing to preserve the liver characteristics. 

To decide on reasonable parameters, such as rotation angle and scaling percentage, 

images were augmented and visually evaluated. Two conditions were set: all 

anatomical structures had to be preserved inside the borders of the image and the 

anatomical structures should not be deformed unrealistically. 

The ranges of the parameters are summarized below. 

• Random translation in both x-axis and y-axis in the ranges limited by the image 

borders. 

• The rotation angle in the range (-15,15) degrees. 

• Scaling from 0.6 to the maximum scaling that could be conducted without breaking 

the border condition, but never exceeded 1.2. 

• The elastic deformation was made randomly to a degree that the anatomical 

structures of the liver remained realistically intact. 

4.4 Model and training 

 

Fig. 6. Seg Caps architecture [13]. 

The input to the SegCap network is a 512x512 pixel image, in this case, a slice of a 

CT Scan. This image is passed through a 2D convolutional layer which produces 16 

feature maps of the same spatial dimensions. This output forms our first set of 

capsules, where we have a single capsule type with a grid of 512x512 capsules, each 
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of which is a 16 dimensional vector. This is then followed by our first convolutional 

capsule layer.Then this process is generalized to any given layer L in the network. 

The training of this network with a 0.1 learning rate and 150 epochs result an 

overfitting in left learning curve in figure 7. Two modifications has been proposed to 

increase the network accuracy in such limited data and avoid overfitting: 

• Dropout Layers have included after convolutional layers to decrease trainable 

parameter number. 

• Initialize filter by hand crafted filters. 

The learning transfer is an efficient way to avoid overfitting and to speed up the 

training algorithm. It consist of initializing the trainable parameters by the learning 

result of other models. In our work we proposed to initialize these parameters, in 

convolutional layers filters, using the most suitable hand-craft features extractors for 

the liver segmentation task. We essentially used: 

• Laplacian filter: We proposed to initialize certain filters with the edge detector 

based on the Laplacian, this operator detects the edges of the image by calculating 

the expression derived from the second order of the image. The Gaussian Laplacian 

is very useful because the second derivative is very sensitive to noise and this is 

useful for filtering image noise [15], [16]. 

 LoG(x,y) = 
1

𝜋𝑎4
[1 −

𝑥2+𝑦2

2𝑎2
] 𝑒

𝑥2+𝑦2

2𝑎2  (3) 

Gaussian 𝑎 = 1.0 is used. 

• Sobel filter: The Sobel filter is an operator used for edge detection. It uses 

convolution matrices. The matrix of size 3x3 undergoes a convolution with the 

image to calculate approximations of the horizontal and vertical derivatives. 

The right learning curve in figure 7, show how the model accuracy has been 

improved with new filters. 

 

Fig. 7. Learning Curves. 
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4.5 Post-processing 

Based on the result of the network, a frequencies map where each element is the 

likelihood for pixel to belong the liver, a threshold has been selected to binarize the 

result of segmentation we checked a threshold between 0.3 and 0.7, the optimal 

threshold selected was 0.6. 

5 Evaluation and Results 

For quantitative performance evaluation, several evaluation measures will be used 

as follows: 

The accuracy metric is the ratio of the true positive and true negative pixels over all 

available pixels : 

 Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

The Dice coefficient (DICE), known also as the overlap index, it’s the metric the 

most used to validate medical volume segmentation [17]: 

 Dice = 
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (5) 

The Jaccard index (JAC) define the intersection between two sets divided by their 

union: 

 Jac =  
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
 (6) 

Table 2.  Metrics comparison results 

Model Accuracy Dice Jaccard 

Proposed Model 0.82 0.66 0.67 

UNet 0.99 0.42 0.40 

FCN 0.98 0.39 0.35 

 

Next some segmentation results on test images is presented, first column represents 

the input image, the second column is the truth segmentation, the third column is the 

predicted segmentation and the last column is the predicted segmentation after post-

processing: 
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Fig. 8. Predictions results on test images.  

6 Conclusion 

In this paper, we propose a simple yet effective and efficient capsule neural 

network-based model to segment the liver in CT images. The network is built up 

SegCaps network. The dice metric of our method is 0.66, which is a highly promoting 

result in the limted annotated data. The proposed method also shows significantly 

good resistance to noise and acceptable inference. As a direction of future work, we 

envisage the extension of the model by new techniques to reduce free parameters to 

enhance performance and enable the use of different imaging modalities 

simultaneously. 
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