Design of Wireless Security Surveillance System in Remote Unattended Wells
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Abstract—In this study, the characteristics of frame and background difference methods in extracting a moving target using a fixed camera are analyzed, and the background difference method is improved by combining the advantages of the abovementioned two methods. Background modeling is proposed to reduce the influence of external environment on mobile target detection. Comparison results show that the effect on moving object detection is better through the improved background difference method than the background difference method based on a mixed Gaussian model. The relevant test results of the simulation experimental platform show that the designed unattended security video surveillance system is feasible. The safety of the traditional video surveillance systems should be improved to prevent the deliberate invasion of people and ensure the safety of the production and property of unattended well sites.
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1 Introduction

China has established numerous unattended wells given the vigorous development of oilfield information construction. Remote wireless monitoring is essential because most unattended wells are located in remote and sparsely populated areas. The traditional monitoring systems consume considerable resource because these systems rely heavily on labor-based monitoring [1]. Moreover, considerable information is lost given the insufficient precision of the naked eyes. Thus, a reliable and efficient detection of the behaviors of moving objects in oilfield has become a challenge for intelligent security video surveillance; in particular, the security monitoring of unattended wells has attracted significant attention worldwide [1].

Moving target detection is an important analytical technique in intelligent video analysis [2]. This technique extracts the moving target in the video sequence and timely raises alerts [3]. This study designs and realizes a remote wireless monitoring system of unattended wells based on an improved background difference method to improve the safety of unattended wells, reduce the pressure of artificial monitoring,
and enhance the effect of video monitoring. The data collected by the server are transmitted by wireless communication to the remote monitoring center for data analysis and processing. First, the characteristics of frame difference and background difference methods for extracting moving targets using a fixed camera are analyzed in this study, and the background difference method is improved by combining the advantages of two methods. Second, experimental verification is conducted by using a designed software platform to design a complete and efficient computer vision security monitoring system of wells.

2 State-of-the-Art

The network of video monitoring systems has become a trend in network technology development. The network scheme for the system is illustrated in Figure 1. The site monitoring subsystem transmits video information from the internal network to the remote monitoring center by using wireless communication technology through the server. Then, the remote monitoring center decodes video streams with a digital decoder and maps these streams to various TV monitors that are attached to the walls. Simultaneously, video signals are transmitted to PC clients via Wireless Local Area Network for video information processing.

![Fig. 1. Network scheme of a remote monitoring system](image-url)
Target monitoring remains in an inactive state extensively because the cameras of unattended wells are fixed, and most of the monitor screens use static monitoring. This study focuses on moving target detection using a stationary camera. The target motion detection for a given video sequence separates the object of interest from the surrounding environment [3]. This process is also the basis of motion target tracking, motion target recognition, and behavior in intelligent video analysis. Existing algorithms on motion target detection with static background used include consecutive frame subtraction [4], background difference [5], and optical flow methods [6]. In addition, many detection algorithms are extended from the three abovementioned methods; however, no algorithm can adapt to all applications; thus, a concrete analysis is required.

2.1 Consecutive Frame Subtraction

Consecutive frame subtraction method is based on adjacent video frame sequences; in this method, the object moves in video sequences, and the image pixels in several areas between two frames are different, thereby obtaining two adjacent frames or three frame images in a video sequence; then, the results of difference operation are separated from the background by using a binary function [7-9]. This algorithm is commonly used for moving object detection given its simple principle, low complexity, and high real-time performance. However, the pixels that correspond to non-moving objects in adjacent video frames are disturbed despite the inexistence of moving targets in the monitoring screen. In addition, the frame difference effect is significantly affected by the video frame rate and motion target speed. This algorithm cannot extract all the characteristic pixel points that belong to the object in motion.

2.2 Optical flow

Optical flow method was first introduced in 1950. Optical flow represents the movement speed of patterns in time-varying images. The brightness mode that corresponds to the pixel point on the image is also in motion when a moving target exists in the video sequence. This motion is the optical flow, which is represented by the image brightness pattern. However, different additional constraints, such as frequency domain, gradient, and block matching, are frequently added when using the optical flow method. These constraints make the computing complex and real-time performance unsatisfactory. Occasionally, light flow is detected when external lighting changes, although no movement is found.

2.3 Background difference

Background difference method uses a static background, constructs masks, and performs a difference operation between a real-time video frame image and the background mask; the moving target area can be easily obtained if this area is detected in
the real-time video frame [10-12]. The basic principle of the background model is simple and uncomplicated. However, this method is only suitable for a simple background, and the stabilizing effect is favorable. A background model with high computational and statistical complexity and a neural network should be used for complex background situations to obtain an ideal detection effect. In addition, background difference method is sensitive to light and other weather changes in the monitoring environment.

3 Methods

Interference factors are mainly derived from light intensity changes over time given the monitoring scene of unattended wells is stable; this work presents an improved background difference method based on background difference [13-14], which is aimed at moving target detection with global illumination changes under existing problems. The target detection of the method is depicted in Figure 2.

![Flowchart](image)

**Fig. 2.** Target detection of the improved background difference method
The mean background for the first few frames in the video series is modeled by Formula (1). A single pixel in the image is regarded as random variables based on time because the monitoring scene is incompletely fixed in the time frame of the background model; however, random variables float around a certain value, which is represented in the mean, median, and statistical histogram of the video sequences. This study adopts an initial background model based on the mean method to improve real-time performance.

\[
B_b(x, y) = \frac{\sum_{k=0}^{N-1} F_k(x, y)}{N}
\]

Where \(B_b(x, y)\) represents the background pixels in position \((x, y)\) after the initialization of the background model, and \(F_k(x, y)\) represents the first \(k\) in previous \(N\) frame video sequence. The difference operation is performed after using the current frame image \(F_k\) and previous frame image \(F_{k-1}\). Then, the results are treated by binarization, as defined in Formula (2).

\[
R_k(x, y) = \begin{cases} 
1, & |F_k(x, y) - F_{k-1}(x, y)| > T \\
0, & |F_k(x, y) - F_{k-1}(x, y)| \leq T
\end{cases}
\]

Formula (2) indicates that the pixel is located in the foreground and vice versa if the difference between the pixels of two frames is greater than set threshold \(T\). The background changes between two frames for video sequences with a huge frame rate are minimal, while the foreground changes are huge. Thus, the frame difference method is used to create a pre-segmentation on the background and motion foreground of the frame, and morphological operation is applied to complete the target area of the entire motion. The difference results between the current frame and background model of background pixels for global illumination changes increase because the update speed can neither be very fast nor very slow. This speed may cause an overlap on the difference results between the ranges of the background and moving regions. Thus, using the same threshold cannot completely extract the target motion or the foreground and background of the movement cannot be completely segmented. Therefore, thresholds in the background difference are set in various regions to solve the problems caused by the same threshold value when using the frame difference method to prejudge the foreground and background motions. Formula (3) expresses the threshold extraction method.

\[
\bar{T} = \begin{cases} 
T', & (x, y) \in w \\
mT', & (x, y) \in z
\end{cases}
\]
Where \( z \) represents the moving target area of \( R_k(x,y) = 1 \), \( w \) represents the background region of \( R_k(x,y) = 0 \). \( T' \) is the empirical threshold, and \( m \) is the scaling factor.

Illumination changes are determined by converting the red–green–blue (RGB) color space of the video frame image into the HSV color space \([33-34]\) and using the light path information. The background model does not require calibration if no illumination change exists. Otherwise, the background model should be corrected before performing background difference with the current frame. Owing to several foreground noises that are obtained in \( R_k(x,y) \) of the two frame difference methods, several foreground noises are erroneously detected as foreground because they do not obtain the threshold scaling gain for the pixels that belong to the background. Therefore, the background model is calibrated by using the background model, chromaticity, saturation, and brightness information before background difference to reduce the effects of noises. Formula (4) expresses the background calibration method, where \( B'_k(H', S', V') \) is the calibrated background; \( H', S', \) and \( V' \) are the chrominance, saturation, and brightness channels, respectively; \((H_c, S_c, V_c)\) are the HSV channels of the current frame; and \((H_b, S_b, V_b)\) are the HSV channels of the uncorrected background \( B_k \).

\[
B'_k(H', S', V') = (k_h, H_b, k_s, S_b, k_v, V_b)
\]

(4)

where \( k_h, k_s, \) and \( k_v \) are the correction factors. The binarization of the background frame difference is defined in Formula (5), and \( T' \) is the threshold value obtained by Formula (3).

\[
\overline{R_k}(x,y) = \begin{cases} 255, & |F_k(x,y) - B'_k(x,y)| > T' \\ 0, & |F_k(x,y) - B'_k(x,y)| \leq T' \end{cases}
\]

(5)

Formula (5) expresses different threshold binarization processes that correspond to various regions. The median is the pixel point of the moving target area \( z' \) if its value is 255. Otherwise, the median is the pixel point of the background region \( w' \).

Then, the background model should be updated, thereby dividing this model into two categories. The first category is by adjusting the update rate when the illumination changes, and the second category is by updating the entire background when no light changes exist.

\[
B_{k+1}(x,y) = B_k(x,y) \times (1 - \alpha) + F_k(x,y) \times \alpha \quad (x,y) \in w' \cup z'
\]

(6)
3.1 Moving target marking

Moving target detection in security video surveillance systems is aimed at informing the staff in timely detecting suspicious targets. Thus, locating the moving targets should be identified after these targets are marked on the video screen. To emphasize the location of moving targets, this study adopted block set theory to cover the original moving target. The principle of block set theory is by sliding a certain size \((N \times N)\) of a block on a certain step in the binary outline. If the white pixel points of the block are larger than the percentage of all pixel points in the block area, then the area is considered a part of the moving target and is labeled, and its data expression is defined in Formula (8). \(K\) is the proportional factor and is less than 1, which is an estimate of the global pixel change. Here, \(k = 0.45\), and \(N = 16\). These results are the optimal values among repeated experiments.

\[
B_{k+1}(x, y) = \begin{cases} 
B_k(x, y) \times (1 - \alpha') + F_k(x, y) \times \alpha' & (x, y) \in w' \\
B_k(x, y) & (x, y) \in z'
\end{cases}
\] (7)

4 Results and Analysis

The test sequence in LIMU moving object detection database of Kyushu University is extracted by using the mixed Gaussian background difference and the proposed improved background difference methods to verify that the proposed method has a favorable contour extraction effect on the changes in global illumination. Figure 3 demonstrates the comparison of the contour extraction results based on LIMU test sequence. The results of mixed Gaussian background difference detection are significantly affected by global illumination when light darkens from frames 50 to 52, especially for the moving target in frame 52 that is submerged with background noises. However, the corresponding detection results of the improved background difference method only exhibit several noise points, and the motion target contour remains clear despite light changes. The improved background difference method can calibrate the background model in real time because this method is slightly sensitive to global illumination changes and reflects improved robustness. When in night conditions, the Hikvision video camera used in this study has a night vision function, which can also updates the background model during nighttime.
Fig. 3. Comparison of contour extraction results based on LIMU test sequence

(Note: from top to bottom are frames 50, 51, and 52, and the corresponding results for difference methods)
Figure 4 displays the comparison of the contour extraction results based on the recording sequence. A certain amount of ambient noise is found in the video sequence. The extraction results of the two methods are compared. On the one hand, the mixed Gaussian model completely extracts the contour of the moving target, but several error detection points are found simultaneously. On the other hand, no error detection point is found despite several empty points that were observed through the improved background difference method. Therefore, the proposed method outperforms the mixed Gaussian model. For mobile target detection, the two cases are acceptable because the abovementioned shortcomings are not critical. The two cases obtain acceptable results through subsequent morphological processing.

![Fig. 4. Comparison of contour extraction results based on recording sequences](https://www.i-joe.org)

On the basis of the performance of the improved background difference method in the standard test and video sequences, this method extracted the contour information of the moving object with static background well and suppress the effects of ambient noises on contour extraction. Simultaneously, this method improved the background model in real time, in which its sensitivity to global illumination is low and has favorable robustness, and the extraction results are unaffected by light changes. The target-marking program is activated when the system recognizes the moving target, which marks the live motion of the target to alert the staff of its entry in the unattended well site safety monitoring range. The results of motion target marking are displayed in Figure 5. The moving target is automatically marked when it is in the monitoring range.
A sound alarm is activated if an intrusion event is detected using the designed intelligent video analysis software. Figure 6 illustrates the software analysis effect of smart video software based on the improved background difference method. Figures 6 (a) and (b) depict the detection effects of the moving target and pedestrians, correspondingly. The results indicated that the designed software realizes the remote wireless video monitoring and management, and accomplishes the moving target detection and pedestrians, which are suitable for the security video monitoring of unattended well fields.
5 Conclusion

This study systematically investigated the security video surveillance system of unattended wells based on previous research results. A concrete system solution is provided for the particularity of unattended wells and other monitoring occasions. The characteristics of the frame and background difference methods are analyzed, and thus an improved background difference algorithm is proposed based on the advantages of the two methods for guaranteeing the real-time performance of the system. Then, the target location is identified by block collection on the basis of obtaining the moving target contour. The feasibility of this program is experimentally verified by constructing the simulation platform. The final results show that this scheme is suitable for securing unattended well sites. In addition, this scheme can be adapted to a scene with a large global light variation by correcting the background model in real time. Therefore, the improved background difference method can satisfy the requirements of unmanned fields in monitoring the moving targets.

Partial research is conducted because the objective of this study is large, and the content is broad. Moreover, all aspects are not completed given the limitation of objective conditions. Ultimately, this study should be improved in the future.
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