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Abstract—The Constrained Application Protocol (CoAP) is one of the most 
emerging messaging protocols that have successfully fulfilled the need of the 
lightweight features required to handle communication between constrained 
devices in IoT environment. However, these devices are generating a huge 
amount of messages and notifications which cause the network congestion. 
Then, the challenge addressed in this paper; consists of designing a suitable 
congestion control mechanism for CoAP that ensures a safe network operation 
while keeping the use of network resources efficiently. To do so, this paper 
presents an improved congestion control algorithm for the estimation of a 
Retransmission Time Out (RTO) value to use in each transaction based on the 
packet loss ratio and the Round-Trip Time RTT of the previous transmission. A 
comprehensive analysis and evaluation of simulated results show that the 
proposed mechanism can appropriately achieve higher performance compared 
to the basic CoAP congestion control, TCP and TCP/ Linux. 

Keywords—IoT, CoAP, congestion control, RTO, packet loss, RTT. 

1 Introduction 

Nowadays, Wireless Sensor Networks (WSN) have been widely deployed in 
several IoT application fields in order to measure, control or detect physical and 
environmental events such as pressure, humidity, temperature and pollution levels. 
Furthermore, in recent critical applications, that may require an urgent intervention, 
like healthcare, smart grid, and ambient assisted living, the challenge consists of 
getting information when an event of interest occurs in order to intervene in real-time.  

In order to cover these requirements, the publish/subscribe model [1] is designed as 
the most appropriate model. Furthermore, several protocols based on this model were 
designed to support IoT applications. One of the most important protocols is CoAP 
[2]. This is going back to the fact that CoAP is the most appropriate protocol for 
lightweight devices and constrained resources in terms of memory, energy, and 
computing. Thus, CoAP has been widely used in different application fields for 
resource-constrained networks and M2M applications ranging from smart grid [3], 
building and home automation [4] smart cities [5] to healthcare industry [6], where 
real-time updates of the patient's status were provided via CoAP. 
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Although, CoAP has increasingly been used and proved its effectiveness in 
gathering data from smart sensors and controlling constrained devices, the problem of 
network congestion [7] still represents the great limitation that hinders the proper 
functioning of this protocol and causes the loss of packets. Network congestion can 
also significantly cause a performance deterioration of the network, manifesting in 
increased packet latencies, while a network may even become useless if the 
congestion collapse occurs [8]. 

Indeed, the core CoAP specification defines a basic congestion control mechanism 
which consists of the use of a back off mechanism to compute the Retransmission 
Time Out (RTO) for the next transmission. It is based on the use of a fixed RTO value 
which is doubled in each retransmission. Nevertheless, even if the core CoAP 
specification defines a basic congestion control mechanism to make it able to handle 
congestion control by itself, researches have proved that CoAP is not capable of being 
adaptive to network conditions. Actually, and as demonstrated in [9], this incapability 
is due to the fact that CoAP doesn’t take into consideration the RTT of a packet since 
the network conditions may change frequently because of the dynamic topology and 
the density of WSN nodes.  

To address all those aforementioned problems, we propose, in this paper, an 
improved adaptive congestion control algorithm that overcomes the limitation 
persisting under the use of traditional CoAP congestion algorithm. The principle of 
our improvement consists of the use of both of the loss packets’ ratio and the RTT 
value in order to estimate an appropriate RTO for the next retransmission. Simulation 
results show that our proposition outperforms compared to the basic CoAP congestion 
control, TCP and Linux RTO. 

The remainder of this paper is organized as follows: a brief description of the 
CoAP application layer protocol including reliability and the basic CoAP congestion 
control algorithm is presented as background in the second section. Then, in the third 
section, the classical TCP congestion control algorithm and TCP Linux are described. 
Some related works are discussed in the fourth section. Afterward, in the fifth section, 
the proposed improved congestion control algorithm is detailed and in the sixth 
section a comparative simulation of the proposed algorithm, Default CoAP congestion 
control, Basic RTO and Linux RTO is drawn using NS2 network simulator. Finally, a 
conclusion and some future directions are closing up our paper in the seventh section. 

2 Background 

In this section a description of CoAP protocol and the default congestion control 
are presented. 

2.1 CoAP overview 

CoAP is an application layer protocol based on Representational State Transfer 
(REST) architecture; it has been designed by the Internet Engineering Task Force 
(IETF) to support IoT with lightweight messaging for devices operating in a 
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constrained environment. CoAP defines two kinds of interactions between end-points; 
the client/server and the publish/subscribe interactions. The client/server model 
supports two interaction types: (i) a one-to-one interaction i.e. request/reply and (ii) a 
multi-cast interaction i.e. a client interrogating several servers using requests. And the 
publish/subscribe model called the observer model [10]; here the server plays the role 
of a publisher and the observer plays the role of a subscriber. A server can send 
messages of notifications called publications about an event interesting the observer. 
Otherwise, communication between clients and servers is afforded through 
connectionless datagrams because CoAP runs over UDP. Retries and reordering are 
implemented in the application stack.  UDP broadcasts and multicasts are also 
allowed by CoAP for addressing [11]. In addition, as in the case of TCP, to make sure 
that messages arrived without a significant communication overhead, a basic error 
checking and verification for UDP can be built [12], which makes CoAP more 
suitable for the IoT domain. An over-view architecture of the CoAP protocol is drawn 
in Figure 1. 

 
Fig. 1. An overview architecture of CoAP protocol 

Furthermore, CoAP utilizes four message types; confirmable, non-confirmable, 
reset, and acknowledgment, where two among them concern reliability messages. The 
reliability of CoAP consists of a confirmable message and a non-confirmable message 
[9]. In the case of a confirmable message, an acknowledgment message (ACK) is sent 
to the sender from the intended, else the message is retransmitted. This is just a 
confirmation that the message is received, but it doesn’t confirm that its contents were 
decoded correctly. However, a non-confirmable message is fire and forget, i.e. no 
reception confirmation [13]. 

2.2 CoAP default congestion control 

The problem of congestion happens when the traffic load offered to a network 
approaches the network capacity [14]. This phenomenon is one of the main obstacles 
that still hinder the well-functioning of many protocols and thus impacts directly the 
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efficiency of the communication. In this context, CoAP must handle the congestion 
control by itself because it is based on UDP. Unlike HTTP which is based on TCP 
where a proper end-to-end congestion control is provided. CoAP offers a basic 
congestion control in the case of Confirmable messages, which consists of the use of a 
fixed RTO [15]. Initially, the RTO value is set to a random number between a 
constant ACK TIMEOUT and a constant ACK TIMEOUT multiplied by a constant 
ACK_RANDOM_FACTOR [16]. By using an exponential back-off mechanism, 
messages that haven’t received an acknowledgment within the fixed RTO duration are 
retransmitted and subsequently, this RTO value is doubled. As a result, CoAP defines 
a constant MAX_RETRANSMIT, which specifies the maximum number of message 
retransmissions before the sender stops sending and the transmission is considered to 
have failed. In Table 1, we present the default values of parameters used in the basic 
CoAP congestion control mechanism as specified by the base CoAP specification 
[14]. Moreover, in Figure 2, the CoAP default congestion control is drawn. 

Table 1.  Default parameter values as specified in CoAP specification 

Parameter Value 
ACK TIMEOUT 2 s 
ACK RANDOM FACTOR 1.5 
MAX RETRANSMIT 4 

 
Fig. 2. The CoAP default congestion control 

Although the core CoAP specification defines a basic congestion control 
mechanism to make it able to handle congestion control by itself, default CoAP 
congestion control is significantly considered too aggressive because it is still not 
capable of adapting its behavior to network conditions [17].  So, the fact that it 
doesn’t take into account the value of previous RTT makes it difficult to determine an 
optimal RTO. Furthermore, if the value of RTO used by the basic CoAP congestion 
control is less than the actual RTT, it can lead to inaccurate retransmissions; 
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inaccurate retransmissions occur in the case of delays in the confirmation of the 
request. On the other hand, if the RTO value exceeds the RTT, it can lead to 
unnecessarily long idle times before retransmitting the packet in case the request or 
confirmation packets were lost [18]. 

So, the calculation of an appropriate RTO is essential to overcome the problem of 
congestion.  

3 Congestion Control Algorithms 

In this section we describe two of the main congestion control mechanisms TCP 
based; the Classical TCP congestion control algorithm and TCP Linux. 

3.1 Classical TCP congestion control algorithm 

Unlike the basic CoAP congestion control which uses a fixed RTO, the 
computation of RTO in the classical TCP congestion control is based on the history 
variation of RTT. The specification of this algorithm is proposed by RFC 6298 [19].  
According to this specification, the calculation of the actual RTO to use in the next 
transmission is based on two variables; smoothed average of RTT (SRTT) and RTT 
variation (RTTVAR); where SRTT is used to preserve the history of RTT and 
RTTVAR keeps the history of RTT variation. Both of these parameters are constant 
and their impact factors respectively are 7/8 and 3/4.  

Initially, the RTO value is set to 1 second. After the first transmission, the first 
RTT value is received. To compute the following RTO value, SRTT is set as RTT 
received and RTTVAR is set as RTTreceived/2, the following formulas are used [16]: 

SRTT = RTT 

RTTVAR = RTT/2 

After subsequent RTT measurements are received, the following formulas are 
applied: 

 SRTT = (1 - α) * SRTT + α * RTT  (1) 

 RTTVAR = (1 - β) * RTTVAR + β * |SRTT - RTT|  (2) 

 RTO = SRTT + max (G, K*RTTVAR)  (3) 

The formula (3) is used to estimate the RTO value to be used in the following 
transmission. When the RTO timer expires, the RTO value is doubled [20]. 

According to RFC 2988 [8], the value of the constant K in (3) is 4. Furthermore in 
(1) and (2) alpha and beta are also constants and their values respectively are 1/8, 1/4. 

The mechanism of the calculation of RTTVAR and SRTT based on the RTT is 
described in Figure 3. 
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Fig. 3. The calculation of RTT in the classical TCP congestion control 

Moreover, the G value defines the clock granularity in seconds and according to 
experiences, finer clock granularities inferior or equal to 100 ms perform somewhat 
better than other granularity values [8]. Thus, it is recommended to choose the G 
value not greater than 100 ms [19]. At the same time, G should be at least one order of 
magnitude smaller than the RTT [21].  

3.2 Linux RTO 

Linux RTO is based on the classical TCP congestion control algorithm 
recommended in RFC 6298. However, Linux RTO adds some modifications. Indeed, 
in Linux RTO the estimation of the following RTO value is done via two 
mechanisms: (i) if the current measured RTT value is smaller than the previous RTT 
value, and in order to avoid the peaks in RTO value when the channel seems to 
improve and (ii) if constant RTT values are given after subsequent measurement, and 
in order to avoid spurious retransmissions, Linux-RTO algorithm avoids the RTO 
estimator to converge into an RTT value [22]. Since classical RTO and Linux RTO 
use the RTTs measured values to update the RTO value; we refer to them in general 
as RTT-based algorithms. 

4 Related Works 

Since the basic CoAP congestion control mechanism can hardly meet the 
requirements of many IoT applications, several approaches were proposed to improve 
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the aforementioned CoAP shortcomings. The CoAP Simple Congestion 
Control/Advanced CoCoA [23] is the most important extension of CoAP that has 
been standardized by IETF. Indeed, basic CoAP doesn’t care about the network 
characteristics; it behaves the same way in any type of network. So, in order to 
optimize the CoAP congestion control abilities, CoCoA, based on TCP RTO 
estimation algorithm, uses RTT measurements to add state information about 
individual RTOs for different destination endpoints based on two mechanisms: (i) a 
strong estimator; when the packet is received on the initial transmission without any 
retransmissions and (ii) a weak estimator; when RTT value is measured after at most 
two retransmissions. Both of those mechanisms implement the same algorithm but 
have different sets of state variables.  The overall RTO estimated in the formula (6) is 
made from the estimator that made the most recent contribution using either formula 
(4) or formula (5) [21]. 

 RTOrecent = 0.25 * RTOweak + 0.75 * RTOrecent  (4) 

 RTOrecent = 0.5 * RTOstrong + 0.5 * RTOrecent (5) 

 RTOoverall = 0.5 * RTOrecent + 0.5 * RTOoverall (6)  

The fact that CoCoA uses a constant backoff factor and RTO aging mechanism 
penalize its performances. The reason why authors in [20] propose a mechanism using 
a variable backoff factor depending on the estimated RTO called CoCoA+. This 
mechanism allows avoiding neither quick retransmissions for low RTO values, which 
can lead to congestion, nor slow retransmissions for large RTO values, which take a 
long time to retransmit and can lead to unnecessary delay increase. In addition, in the 
case when the RTO value hasn’t been updated for a long time, CoCoA+ adds an 
incorporated RTO aging mechanism.  

Furthermore, in [14], the authors design a 4-state estimator scheme for CoCoA 
depending on the number of times a packet has been retransmitted. The transaction 
starts in state 1, and each time a packet is retransmitted, its state increases by one. 
Each time a packet is successfully transmitted and acknowledged within its stipulated 
time, its state decreases by one. This allows setting the backoff parameters 
accordingly.  

Nevertheless, in the presence of a high number of packet losses, subsequent 
updates of the weak RTO estimator can cause some unexpected or unpredictable 
problems [18]. Since CoAP limits the MAX_RETRANSMIT in four, a new RTTweak 
might be obtained after the second, third, fourth, or fifth transmission. Thus, the 
specification of correspondence between each transmission and its CoAP 
acknowledgment might be not possible. This mechanism may have a great impact on 
the calculation of the overall RTO. In addition, when the RTTweak is measured after 
multiple retransmissions, the new calculated RTO might increase in a considerable 
way compared to RTOinit.  

So, in the aforementioned congestion control mechanisms, the issue of setting a 
right RTO value with burst traffic is still limited because setting a correct and an 
accurate RTT of retransmitted packet is hardly obtained. In the next section, we 
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propose an adaptive RTO based on packet loss and RTT to provide an improved 
congestion control mechanism that addresses these issues. 

5 The Proposed Improved CoAP Congestion Control 

In addition to the fact that the basic CoAP congestion control doesn’t use the RTT 
of previous transactions to estimate the following RTO, it also doesn’t take into 
consideration the utility of the packet loss ratio as well, to adapt its behavior to 
network conditions. 

The packet loss is defined as the number of packets which failed to reach their 
destination across a computer network. Packet loss is either caused by link-layer 
interference or network congestion and it is measured as a percentage of packets lost 
according to packets sent.  

Indeed, in IoT networks, the packet loss is considered one of the big consequences 
of the network congestion problem. Based on this fact, in this paper, we propose an 
improved congestion control algorithm based on the packet loss ratio and the RTT 
value considered in the previous transmission.  

Furthermore, in order to provide an adaptive dynamic retransmission timeout 
which can be suitable for network conditions in the IoT applications, we propose to 
update the RTO value in each retransmission according to the packet loss ratio. The 
correlation between actual and previous RTO values seems primordial to adapt the 
recent RTO value to network conditions, basically the RTT and the packet loss ratio 
which is in a frequent change. So, there is no need to aging techniques because our 
RTO is in a frequent change according to the packet loss changes and it will never 
keep a fixed value for an extended period of time. Thus, the server notifies the client 
with the packet loss ratio based on sequence numbers of received messages i.e. when 
the server receives a message, it gets a set of sequence numbers and it recognizes the 
sequence numbers missed then it calculates a packet loss percentage according to 
packets sent. In our conception, two scenarios are proposed; (i) if the packet loss ratio 
is lower than 50%, the RTO value will be updated according to formula (7) in order to 
prevent unnecessarily long idle time, otherwise, (ii) if the packet loss ratio exceeds 
50%, the RTO will be updated in order to correct the loss according to formula (8). 

In other words, when the packet loss has a low value (pl < 0.5), we conserve nearly 
the same RTO value as the previous value (RTOrecent  ≈  RTOprevious ), this is in order 
to reduce idle time (waiting time). On the other hand, when the pl increases (pl > 0.5) 
the RTO conserve as well nearly the same value as the previous value, this is in order 
to correct the loss of packets. These formulas aim to adapt the RTO calculation to 
network conditions (RTT and packet loss) by conserving nearly the same value of the 
retransmission timeout. 

Initially, like the basic CoAP specification [15], we initiate the RTO to a random 
value between ACK_TIMEOUT and ACK_TIMEOUT 
*ACK_RANDOM_FACTOR. Once the RTO is initiated, a message is sent to the 
corresponding client. Then after the reception of the message, the receiver calculates 
the RTT and the packet loss values based on the received packets and the sequence 
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numbers. Afterward, the formulas (7) and (8) are used in order to calculate the 
following RTO to use in the next retransmission. 

RTOrecent = RTT * packet_loss_ratio + (1- packet_loss_ratio) * RTOprevious (7) 

RTOrecent = RTOprevious * packet_loss_ratio + (1- packet_loss_ratio) * RTT (8) 

The detailed algorithm of our proposition is drawn in Figure 4. 

 
Fig. 4. The algorithm of the proposed adaptive CoAP congestion control 

6 Simulated Results 

 In order to evaluate the performance of our proposed mechanism, we perform, in 
this section, simulations. We carry our evaluations on NS simulator in order to 
compare the performance of our proposed algorithm with the basic CoAP congestion 
control and two alternative RTO calculations; classical TCP and TCP Linux. We have 
used NS-2.34 as simulation tool. Our platform is Ubuntu Linux 14.04 X86 and our 
computer configurations are Intel I3, 2.4 GHz for the CPU, 8 GB for the RAM and 
500Gb for the Hard Drive. 

 The traffic is generated in a wireless channel. We initially estimate that 12s was 
sufficient to evaluate the performances due to the fact that the RTOinit is equal to 1s. 
For the same reasons, we opt for the use of a constant bit rate (CBR) in our generated 
traffic in order to keep the same large number of bits per a short period of time and 
avoid returning to a short number. As for the data generation rate, we have used the 
CBR default value because it reflects the case of the generation of data in a real IoT 
network. We have adopted a basic topology (point to multipoint), thus a server 
communicating with multiple clients. On the other hand, in our conception, packet 
loss is due basically to network congestion seeing that we configure our simulation 
environment so that it doesn’t contain any interference source. 

Our comparison is performed in terms of the number of dropped packets, the 
maximum RTO value and the number of successful transactions. We have run the 
simulation in total 16 times; 4 times for each protocol and in each time we changed 
the node number. We estimate that these simulations are enough because only one 
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parameter (node number) changes. After running the simulation, we have extracted 
from the generated trace file the useful data via Linux line commands in order to plot 
graphs. The parameters considered in this simulation are detailed in Table 2. 

Table 2.  Simulation parameters considered in our comparison 

Parameter Value 
RTO_Init 1 s 
Nodes number 1 to 40 nodes 
Packet size 1 KB 
Link speed 1.5 Mb/s 
Link delay  10 ms 
Data generation rate 448 Kb/s 
Simulation duration 12 s 

 
Figure 5 shows the maximum RTO values presented by the proposed algorithm, 

basic CoAP, classical TCP and TCP Linux in our scenario. Both of the classical TCP 
and Linux TCP congestion control algorithms present a lower RTO and start to 
increase proportionally to the increase of nodes number. However, our proposed 
algorithm presents the lower maximum RTO and outperforms all the algorithms 
considered in this comparison, this is due to the fact that our algorithm presents a 
dynamic and controlled retransmission timeout adapted to be appropriate and suitable 
for the IoT communications particularities. The two mechanisms presented by our 
proposition effectively limit the growth of RTO values since it is the previous RTO 
that makes the higher weight in each of formula (7) and (8). On the other hand, the 
basic CoAP presents slightly high maximum RTO values. Indeed, the basic CoAP 
underperforms since it uses a fixed range of initial RTO values and does not adapt to 
the current RTT. Thus, if the real RTT is noticeably below the default RTO range, 
CoAP reacts slowly to losses, while, if the RTT lies in the RTO range or even exceeds 
it, spurious retransmissions are likely to happen. 

 
Fig. 5. Comparison of the maximum RTO values 

Figure 6 shows the percentage of dropped packets presented by each congestion 
control algorithm considered in our comparison. The clear difference in the 
percentage of dropped packets between the proposed, CoAP, classical TCP and Linux 
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TCP algorithms is a result of the different RTO estimations they apply. Furthermore, 
in our proposed algorithm, the fundamental reason of dropped packets is that the 
internal buffers of the CoAP reach its limit after the RTO adaptation phase. Once the 
RTO estimation reaches a steady state, our algorithm optimizes the rate of dropped 
packets and achieves a good and steady performance. 

 
Fig. 6. Percentage of dropped packets presented by each congestion control algorithm 

considered in our comparison 

Figure 7 presents the number of successful transactions achieved by different 
algorithms considered in this paper. Our proposed algorithm shows a slight increase 
in the number of successful transactions compared to classical TCP and Linux RTO, 
but a great increase compared to the basic CoAP congestion control according to 
nodes number used in this scenario. Otherwise, CoAP congestion control presents the 
lower successful transactions number which is the result of its behavior’s insensitivity 
towards network conditions.  

Note that the relatively short duration of every single experiment of 12 s penalizes 
our proposition. If a use case involves a greater duration, its performance will 
increase. 

 
Fig. 7. The flow of successful transactions in congested network 
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As expected, in Figure 8, the number of retransmissions according to nodes 
number shows that the proposed algorithm presents the lower retransmissions number 
compared to algorithms considered in this paper but start to increase slightly 
according to nodes number. This increase is explained by the fact that the proposed 
algorithm tries to cover the number of dropped packets by retransmissions since the 
estimation of the RTO for transactions is based basically on the packet loss ratio. 

 
Fig. 8. Retransmissions number of congestion control algorithms according to nodes 

number 

The flexibility and the ability to adapt its behavior to different network conditions 
make our approach apt to outperform the default CoAP congestion control mechanism 
and TCP calculation algorithms; it is able to increase the number of successful 
transactions and to reduce the network congestion. Consequently, the proposed 
congestion control algorithm can maintain high performance in almost all the 
considered scenarios. Nevertheless, basic CoAP fails to achieve good performance 
due to its lack of sensitivity to network conditions. 

7 Conclusion and Future Work 

In many critical application fields like industry process and health, the connection 
of devices must be managed to ensure the reliable data transmission. So, Internet of 
Things is now connecting different devices in our entourage through the use of WSN 
based on different protocols. One of the most appropriate protocols for lightweight 
devices and constrained resources in terms of memory, energy, and computing is 
CoAP. However, in such a network, the problem of congestion is very frequent. 
Nevertheless, CoAP offers a basic congestion control insensitive to network 
conditions using an exponential back-off mechanism that lowers its performances. 
The challenge is to design a suitable congestion control mechanism for CoAP to 
ensure a safe network operation while keeping the use of network resources efficient. 
In this direction, this paper presents an improved congestion control algorithm, 
adaptive to network condition, for the estimation of RTO value. In order to compare 
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the performance of our proposed algorithm to other existing algorithms like basic 
CoAP congestion control, classical TCP, and Linux RTO, we have drawn a 
simulation under NS2 simulator. The analysis and evaluation of our simulated results 
show that the proposed mechanism can appropriately achieve higher performance 
compared to the algorithms considered in this paper. Future directions will consist of 
applying the idea of the paper in a mobile environment; an environment where nodes 
are able to move and change their positions frequently, in order to evaluate its 
performance in such environment. 
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