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Abstract—Multivariate feature selection techniques search for the optimal 
features subset to reduce the dimensionality and hence the complexity of a clas-
sification task. Statistical feature selection techniques measure the mutual corre-
lation between features well as the correlation of each feature to the tar- get fea-
ture. However, adding a feature to a feature subset could deteriorate the classifi-
cation accuracy even though this feature positively correlates to the target class. 
Although most of existing feature ranking/selection techniques consider the in-
terdependency between features, the nature of interaction be- tween features in 
relationship to the classification problem is still not well investigated. This study 
proposes a technique for forward feature selection that calculates the novel meas-
ure Partnership-Gain to select a subset of features whose partnership construc-
tively correlates to the target feature classification. Comparative analysis to other 
well-known techniques shows that the proposed technique has either an enhanced 
or a comparable classification accuracy on the datasets studied. We present a vis-
ualization of the degree and direction of the proposed measure of features’ part-
nerships for a better understanding of the measure’s nature. 

Keywords—Feature Selection, Interdependency between features, Classifica-
tion 

1 Introduction 

The dimensionality reduction of real-life datasets decreases the cost of measuring, 
storing and processing extra non-useful data features. Feature Selection is a technique 
of filtering features that are irrelevant or redundant to the target classification problem. 
Techniques for feature selection are classified into the wrapper and filter techniques. 
Filter techniques model is independent of the classification algorithm and it evaluates 
the features based on their statistical relevance to the target feature [4]. Wrapper tech-
niques model utilizes an inductive classifier to evaluate subsets of features based on 
their discriminative power [6]. To avoid the massive time needed to test all possible 
combinations of features, wrapper techniques use computationally accepted greedy 
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search strategies like forward and backward methods in the selection. The optimal sub-
set of features is the minimal set of features of high correlation to target class label and 
low interdependency/redundancy between features. 

Feature selection techniques are further classified as either univariate, which are 
techniques that only consider the relevancy between each feature and the target class, 
or multivariate, which are techniques that consider, in addition, the inter-correlation 
between features. Although the correlation between a sub-set of features is high, the 
combination of these subset in the same data set is not necessarily leads to high classi-
fication accuracy percentage. For example, local minima peaks may appear in forward 
feature selection techniques resulting from adding a feature to another set of features 
even though this feature, independently, has a high correlation to the target class. Other 
techniques of multivariate feature selection also do not address this problem. Statistical 
methods like information gain calculate the correlation between features to remove re-
dundancy. While ensemble bagging, boosting and staking methods like random forest 
may be prone to over-fitting due to overemphasizing noise in the input dataset [21, 25]. 

This work proposes a Partnership-Gain measure that selects features to include in 
the feature subset based on how the features’ partnership contributes to the classifica-
tion task at hand. The proposed measure shows whether the correlation between fea-
tures has a constructive, destructive or neutral effect on the classification problem. Con-
structive correlation is indicated when the classification accuracy using a specific fea-
ture subset is higher than the accuracy of using any one single feature from the subset. 
Destructive correlation is indicated when the accuracy of a feature set is lower than the 
accuracy of using one of the features in the subset. The features determined to have a 
constructive/destructive effect are said to be in a positive/negative partnership with re-
spect to the particular classification task, and hence the decision to include/not include 
features in the feature subset. A neutral partnership is an indication of the redundancy 
of features where the classification accuracy is not affected by having them all or only 
one of them in the feature subset. The competency of the proposed technique is tested 
against other feature selection state-of-the-art techniques. The techniques used in the 
comparison study include: feature selection algorithm which is relief, forward feature 
selection algorithms based on feature ranking methods which are information gain and 
Chi-Merge, and wrapper support vector machine classifier that is used as feature eval-
uation criterion for selecting features [18]. Experiments are conducted to compare the 
classification accuracy resulting from using the proposed technique against the classi-
fication accuracy of other feature selection techniques on seven benchmark datasets 
using Bayesian belief network as an evaluating classifier. The results show a good per-
formance of the proposed technique relevant to the existing techniques. Results are also 
helpful to visualize the relation between the selected features and the significance of 
the feature’s partnership with respect to a classification problem. 

The rest of this paper is organized as follows: The reviews and critics of related 
work. A presentation of the stated hypothesis in this work, the proposed Partnership-
Gain measure, and the feature subset selection algorithm. The experimentally, the eval-
uation of the importance of the proposed technique is presented, then the classification 
results of the technique in comparison to other well-known feature selection techniques 
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on a number of benchmark classification tasks. Finally, a visualization of the partner-
ship gain measure between selected features is presented. 

2 Background 

Current selection techniques are classified into univariate methods that detect the 
patterns existing in the values of a single feature with respect to the target class, and 
multivariate methods that study the interconnection between features in addition to the 
correlation of each feature to the target class [24]. Information gain is a univariate tech-
nique that measures the mutual information between a single feature and the target class 
[26]. Mutual information MI (T; F) measures how much the uncertainty (entropy: mar-
ginal probability distribution) of a target class T is reduced if a feature F has been ob-
served [25]. Measuring the relevance between features using information gain is biased 
towards features with higher value ranges [19]. Chi-square and Chi-merge methods 
measure the dependency of an attribute on the target class labels according to the vari-
ance of the values of this attribute [5]. These univariate methods ignore the contribution 
of the multivariate patterns distributed among features in the classification of instances. 

The multivariate techniques consider a group of features rather than a single feature 
in the search for patterns required in the classification task in order to detect the least 
redundant and most relevant set of features. The correlation coefficient measure be-
tween two feature vectors can be a linear or non-linear measure. Real life problems 
usually require non-linear measures like information gain. The relevance between two 
features can be categorized as strong, weak or not relevant. A Strong relevance indicates 
either the existence of high redundancy between features or their information is com-
plementary. The structure of detecting the interaction between features in a group of 
well-known multivariate feature selection techniques is discussed here as follows: 

• Relief-F is an iterative weighting algorithm [11] that updates the features’ weight in 
each iteration based on randomly selected instances. The algorithm changes the 
weight of each feature according to its Euclidean distance from the nearest instances 
existing in different target classes. Accordingly, Relief fails to deal with the outliers 
instances [16]. 

• The Joint Mutual Information (JMI) is another example of filter multivariate tech-
niques. Joint probability distribution is written as P(T | A,B,C ,..), which is the prob-
ability of the target class T given features A, B, C , ... The sum of the pairwise joint 
mutual information between features with respect to the target features is calculated. 
The selected optimal subset of features is the set that maximizes the JMI value. Def-
inition of the JMI means that adding a feature to the pre-calculated features will 
never decrease the JMI value [17]. Selection of this subset of features requires an 
exhaustive search for calculating the JMI estimates for all the possible feature sub-
sets. Bayesian network (BN) is a directed acyclic graphical representation of the de-
pendencies among features. The dependency between features X and Y is given by 
equation (1): 

MI(X:Y)=σ_(x,y) p(x,y)* 〖log〗_2  (p(x,y))/(p(x)p(y))  (1) 
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• Such that x is all possible values of feature X, and so is y, while p(x,y) is the joint 
probability that the value of X is x and the value of Y is y. The target class is repre-
sented by a node in BN, and any arc from this node to other nodes representing fea-
tures means that target class is dependent on these features. For example, the arc 
connecting root node X to node Y indicates that the target class X is dependent on 
of the feature Y and the P(X —Y) is higher than zero. Bayesian network has the 
Markov property if no directly connected nodes are conditionally dependent. The 
features within the Markov Blanket of the target class T node, MB(T), is the mini-
mum set of features needed for classification [2, 27]. The Markov Blanket of a node 
A is the set of parent nodes PA and child nodes CA and the parent nodes of the child 
nodes PCA of node A in the Bayesian network. A wrapper classifier is applied fur-
ther to drop non-required features without losing accuracy. The work in [13] pro-
poses an optimal filter feature selection algorithm independent on any classifier for 
evaluating selected features based on an incremental association function assoc(). 
This function measures the degree/strength of association between each feature, 
CMB, to the target feature given the existing features in the CMB. The algorithm 
starts with an empty set CMB, adds from MB(T ) the feature of maximum assoc() in 
the forward step then prunes the irrelevant features from CMB in the backward step. 
These steps are repeated forward and backward until the association of features to T 
vanishes given CMB. 

• The problem of using the joint probability distribution function between a feature u 
and the target feature T with respect to another feature v is that it ignores the type of 
the correlation between the two features u and v. For example, if P(T, u, v) is greater 
than zero as shown in equation (2):  

P(T , u, v) = P(T —u,v)*P(u—v)*P(v)  (2) 

The case where features u and v are in the same dataset and P(T —u) > P(T —u,v) 
is ignored. This case can be clarified here in sample: 

Consider a dataset containing ten instances, of two feature variables u and v and 
target class T as FTFTTFFFTT, TTTTTFFFFF, and FFFT- TFFTTT respectively. 

Then:  
 P(T = true, u=true)  = 0.8,  
 P(u= true, v=true)  = 0.6,  
 P(T =true, u=true, v= true)  = 0.66. 
This leads to the observation that P (T=true, u=true) is greater than P (T=true, u=true, 

v=true), which means that considering feature u and feature v in a single dataset would 
decrease the discrimination of the target class T. 

• Random forest is an ensemble technique based on building different decision trees 
from a random set of instances and a random subset of features. It considers the 
importance of each feature in the presence of a group of highly correlated features. 
The randomness in this algorithm ensures the variety of resulted decisions, and that 
the best split is applied according to the best result [15]. This technique permutes the 
values of each feature in the testing samples of each tree in the forest, then compare 
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the accuracy predicted before and after permuting in all trees. The rank of each fea-
ture increases as the average difference between the two predicted values over all 
trees increases. However, random forests technique may be prone to overfitting due 
the over emphasizing of noise in the input dataset and the performance’s state of the 
art is not proved [12]. On the other hand, this technique selects the set of features 
randomly without considering the correlation among them. 

• Evolutionary algorithms like swarm and ant colony algorithms are used for feature 
selection. Swarm colony algorithms describe the problem as a search space of states. 
The algorithm in [22] is based on the traditional forward feature selection strategy 
and hence suffer from the same problems described before. Genetic algorithm (GA) 
tries out large random populations of all possible sets of feature and assigns a fitness 
value to each depending on its performance on the classification task and until no 
further improvement is possible. Although the GA considers the interaction between 
features implicitly, there is no guarantee that the best combination of features is dis-
covered [23]. 

3 Hypothesis Proof (Proof of Concept) 

The stated hypothesis here is that every feature has either a positive, negative or 
neutral influence on the discriminating power of other features. If two features are in-
cluded together in a subset to classify instances, the accuracy of classification could be 
enhanced, undermined, or not affected compared to using just one of these features to 
classify the instances. That is to say that some features can be considered complemen-
tary to each other while other features are considered incompatible to (contradicting 
with) each other. Features could also be neutral to each other. We hypothesis that uti-
lizing this observation in a technique for feature subset selection would improve the 
discriminating power of the features selected. 

Considering the forward feature selection technique, features are first ranked based 
on statistical techniques like Chi-Merge method. Ranked features are then added se-
quentially starting with the highest-ranked feature forming multiple feature subsets. 
Feature subsets are tested based on a classifier that is used as a fitness function for 
evaluating these features. The feature subset achieving the global maximum peak (the 
highest classification accuracy) is selected for further classification in the testing phase. 
Examining the curve of the classification accuracy of feature subsets, we observe that 
the curve does not go smoothly to a global maximum. Rather, it passes through a set of 
local maxima and local minima values as shown in figure 1. This behavior leads to the 
conclusion that some features have a constructive, destructive or neutral influence on 
each other. For example, feature two has a constructive effect on feature one, as includ-
ing these two features in a single set shows an improvement in the classification accu-
racy resulting from using feature one only. Similarly, adding feature three has a con-
structive effect on the classification accuracy of using features one and two. Hence, we 
can conclude that the patterns within features one, two and three are considered com-
plementary since the accuracy of classification is enhanced when the three features are 
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together in a feature subset. Features four and five have a neutral effect on the classifi-
cation power of the feature subset containing features one, two and three. This is pre-
sumed due to the fact that the accuracy of classification shows no improvement after 
adding these features. Adding feature six to the feature subset set of features one to five 
deteriorates the classification accuracy to 50%. Indicating that feature six has a destruc-
tive effect on the discriminating power of the features from one to five, in spite of the 
fact that feature six on its own has a high correlation to the target class. The hypothesize 
here is that the values and hidden patterns within this feature contradict the patterns 
exploited by prior features, and hence feature six should not be included in the same 
feature subset as features one to five. 

 
Fig. 1. Forward feature selection Technique behavior 

The argue is about the usefulness of a forward feature selection technique that elim-
inates the features that cause local minima and hence resulting in a forward feature 
selection method that does not show local minima within its classification accuracy 
increasing curve. 

Current selection techniques are classified into univariate methods that detect the 
patterns existing in the values of a single feature with respect to the target class, and 
multivariate methods that study the interconnection between features in addition to the 
correlation of each feature to the target class [24]. Information gain is a univariate tech-
nique that measures the mutual information between a single feature and the target class 
[26]. Mutual information MI (T; F) measures how much the uncertainty (entropy: mar-
ginal probability distribution) of a target class T is reduced if a feature F has been ob-
served [25]. Measuring the relevance between features using information gain is biased 
towards features with higher value ranges [19, 20]. Chi-square and Chi-merge methods 
measure the dependency of an attribute on the target class labels according to the vari-
ance of the values of this attribute [5]. These univariate methods ignore the contribution 
of the multivariate patterns distributed among features in the classification of instances. 
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4 The Proposed Partnership-Gain Measure 

The challenge that faces any feature selection technique is to find an optimal subset 
of features. According to the stated hypothesis, the optimal subset should include fea-
tures that are complementary/constructive to each other. The proposed technique aims 
to search for the subset of features that maximizes the use of this hypothesis. The steps 
of the proposed technique are: 

4.1 Step 1: Measuring interaction between features 

This step aims to determine the value and direction of the interaction between pairs 
of features in the features set. First we measure λx which represents the percentage clas-
sification accuracy of a feature subset containing feature x and the target class. Next, 
we measure the classification accuracy of feature subsets of all possible pairs of features 
in the features set: λxy , λxyz, .... This step shows the nature and strength of the interaction 
(constructive, destructive or redundant) between pairs of features. Based on the stated 
hypothesis, the optimal subset should satisfy the equation (3) for every pair of features 
x and y in this subset: 

{λxy  > λx } ∧ {λxy  > λy}   (3) 

For example: Suppose a subset of 3 features x, y and z in a dataset, and a target 
feature t. The classification accuracy percentages Acc of x, y and z in separate feature 
subsets are 60%, 40% and 50% respectively. The classification accuracies of the feature 
subsets containing the pairs (x and y), (y and z) and (z and x) are 70%, 40% and 40% 
respectively. Then the features x and y are complementary partners, while the features 
y and z are redundant partners, and the features x and z are undermining/contradicting 
partners to each other. Hence, a feature subset containing these three features is not an 
optimal subset of features to use for this classification task. 

 
Fig. 2.  The visualization of the interaction between three features in a dataset 

4.2 Step 2: Calculating partnership-gain measure 

Partnership-Gain PGxy is calculated to be used in the proposed feature selection al-
gorithm. Partnership-Gain PGxy between features x and y is measured as shown in equa-
tion 4. Where Exy is calculated according to equation 5. If the value of Exy is greater than 
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λxy such that PGxy has a negative value, then features x and y have a destructive effect 
on the performance of each other when included in the same feature subset. Otherwise, 
if the PGxy has a positive value, then features x and y are complementary to each other. 

PGxy = λxy − Exy   (4) 

Exy = (λx + λy )/2   (5) 

Equation 4 takes into consideration the special case where feature x has a greater 
contribution to the coupling of a pair (x, y) compared to the contribution of feature y as 
shown in equation 6. 

{λxy − λx} >> {λxy − λy}   (6)  

In some cases, four features x, y, a and b in a feature subset, λx and λy are greater 
than λa and λb while λab is greater than λxy. In these cases, the importance of the single 
features like x and y should not be ignored in calculating the Partnership-Gain value 
PGxy. The PGxy is hence adjusted to be PGxy as shown in equation 7, where a term that 
represents the maximum and minimum λ of all single features in the features set subset 
is added to the PGxy to express the importance of features x and y with respect to the 
other features. The maximum and minimum λ among all single features is represented 
as maxλ and minλ respectively. 

𝑃𝑃𝑃𝑃&'((((((( = 𝑃𝑃𝑃𝑃&' +
+,&-.+/0-
+,&-.123

   (7) 

4.3 Step 3: Utilizing partnership-gain to select the optimal feature subset 

This step selects the optimal subset of features based on the calculated PG of all 
possible pairs of features out of the n features in the features set. It searches for a com-
bination of s features whose feature-pairs PG values are summed up and this sum is the 
maximum with respect to all the other combinations. Considering the PG values is an 
important factor for decreasing the complexity of computation rather than testing all 
the possible combinations. The sum PGS of all Partnership-Gain PGxy values for 0061ll 
pairs of features x and y in s is represented as follows in equation 8: 

𝑃𝑃𝑃𝑃4 = ∑ 𝑃𝑃𝑃𝑃&'∀7,9∈;	    (8) 

The maximum Partnership-Gain Measure value 𝑀𝑀𝑀𝑀𝑀𝑀@AB  is calculated as 
shown in equation 9: 

𝑀𝑀𝑀𝑀𝑀𝑀@AB = 	𝑚𝑚𝑀𝑀𝑀𝑀∀;∈D[𝑃𝑃𝑃𝑃4]  (9) 

The stated hypothesis here is that every feature has either a positive, negative or 
neutral influence on the discriminating power of other features. If two features are in-
cluded together in a subset to classify instances, the accuracy of classification could be 
enhanced, undermined, or not affected compared to using just one of these features to 
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classify the instances. That is to say that some features can be considered complemen-
tary to each other while other features are considered incompatible to (contradicting 
with) each other. Features could also be neutral to each other. We hypothesis that uti-
lizing this observation in a technique for feature subset selection would improve the 
discriminating power of the features selected. 

5 The Proposed Feature Selection Algorithm  

The proposed algorithm comprises two main parts. The first part calculates the PG 
values, and the second, the selection of the features based on these values is carried out. 
The input to the algorithm is the set of n features and the output is the optimal subset 
of features MaxS of size s. The subset MaxS is selected based on the condition that it 
has the maximum sum value 𝑴𝑴𝑴𝑴𝑴𝑴𝑪𝑪𝑪𝑪𝑺𝑺 of all partnership-gain values and the minimum 
size s. An arbitrary filtering classifier is used in this algorithm like Naive Bayesian 
network classifier. The selection of the best combination of features starts by testing 
every feature x from the input dataset features. Then calculates the temporary value 
Tsum as the sum of the following values: 

• ∑ 𝑷𝑷𝑪𝑪𝑴𝑴𝒙𝒙𝒙𝒙∈𝑵𝑵	&	𝒙𝒙Q𝑴𝑴 : represents the sum of the PG values of every pair of features in the 
dataset N and the tested feature x in N. 

• ∑ 𝑷𝑷𝑪𝑪𝑴𝑴𝒙𝒙𝑴𝑴𝑴𝑴𝑴𝑴𝑺𝑺 : represents the sum of the PG values of every pair of features in the 
selected subset of features MaxS and the tested feature x in N. 

The feature x that shows the maximum Tsum is selected to be added in the subset 
MaxS and removed from the input features set N. This process is repeated in a while 
loop until the features set N contains no more features. Based on the forward feature 
selection method, the loop is repeated until TMsum is not increasing anymore where the 
global maximum is reached or the dataset N contains no more features to add. 

5.1 The feature selection algorithm: Partnership-gain algorithm to find the 
optimal feature subset for a classification problem 

Input: Features set N of n features 
Output: Subset MaxS: the optimal feature subset 
//Calculating the lambda values of all the single features in N 
for ∀ x ∈ N do 
λx ← the classification accuracy percentage of a feature set containing feature x 
end 
//Calculating the PG values of all possible pairs of features in N 
for ∀ (x and y) ∈ N do 
λxy ← the classification accuracy percentage of a feature set containing features x and 

 y 
Exy ← (λx + λy)/2 
PGxy ← λxy - Exy 
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end 
//Selecting the optimal subset of features 
t ← 0: is a temporary variable 
while n>0 do 
sel is the selected feature 
Tsum is a temporary sum of PGs 
TMsum← 0; 
for ∀ x ∈ N do 
Tsum ← λx 
for ∀ y ∈ N such that x = y  do  Tsum = Tsum + PGxy   end 
for ∀ y ∈ MaxS    do Tsum = Tsum + PGxy   end 
if Tsum>TMsum  then 
 T Msum ← Tsum 
 Sel ← x 
end 
end 
if TMsum>t then 
set n = n - 1; 
set t = TMsum; 
Add feature sel to feature subset MaxS 
Remove feature sel from the feature set N 
end 
else 
Exit the loop and return MaxS 
end 
end 
return MaxS 

5.2 Algorithm complexity 

To calculate the algorithm complexity, we will only focus on measuring the number 
of wrapper evaluations. In other words, we assume that measuring the classifying ac-
curacy of instances in a dataset using a features subset to be O(1). Under this assump-
tion, and if the number of features in the considered dataset is n, then the total  number 
of instructions needed to calculate the classification accuracy of all instances using one 
single feature is n. The total number of instructions to calculate the accuracy of all 
instances in a dataset for all possible combinations of two features out of n is: 𝒏𝒏!

𝟐𝟐!∗(𝒏𝒏.𝟐𝟐)!
.  

Accordingly, the complexity of the first part of the algorithm required to calculate 
the λ and PG values is of O(n2). And the complexity of the second part of the algorithm 
required for selecting features is n*(n-1) which is simplified to O(n2). Hence, the com-
plexity of the whole algorithm is O(n2).  
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6 Experimental Work 

6.1 Partnership-gain measure proof of concept experiments 

A set of prove of concept experiments are applied to clarify the importance of the 
Partnership-Gain Measure. The first experiment is applied on a benchmark Mutagenic-
ity dataset cheminformatics and ChemAxon. This data set contains 23 extracted fea-
tures and 260 instances divided equally into two categories to ensure the fairness of the 
experiment. These experiments tests the proportionality between the accuracy of clas-
sifying the data of a set of features and the Partnership-Gain Measure of these features. 
The classification accuracy test is the accuracy percentage of the 10-fold training and 
testing of the input dataset based on the Naive Bayesian tree method. In order to per-
form this test, a random number of features, f our features, will be chosen to be selected 
out of the 23 features. Although the basic Naive Byes algorithm assumes conditional 
independence between features, empirical results show that Naive Bayes works even if 
the independence assumption is ignored, Domingos and Pazzani (1997). The 10-fold 
cross validation experiment is applied on the data set to test the classification accuracy 
of a specific classifier after applying different feature selection techniques. Since the 
classifier is the same in all experiments, the resulted classification accuracy is depend-
ent on the appropriateness of the selected features the tested feature selection technique. 
The number of combinations of 4 features out of the 23 features [C (23, 4)] is 17328 
combination. Accordingly, the classification test will run 17328 time, and in each time 
the classification accuracy percent- age of a data set composed of the selected subset of 
four features and the Partnership-Gain Measure of this subset of features is recorded. 
Finally, a list of 17238 records are observed, these records are sorted based on the clas-
sification accuracy percentage. This sorted list is plotted once for classification accu-
racy and once for the corresponding Partnership-Gain Measure PGS as shown in figure 
3. The horizontal-X axis of the two charts in figure 3 represents the number of the com-
bination (features subset) in the sorted list, such that the first point represent the features 
subset of the lowest classification accuracy. The vertical-Y axis of the first chart in this 
figure represents the classification accuracy while the vertical-Y axis of the second 
chart represents the Partnership-Gain Measure. The Partnership-Gain Measure of the 
selected features PGS is the sum of the (PGxy) value of every pair of features x and y in 
the features set S is calculated as follows: ∑ 𝑷𝑷𝑪𝑪𝑴𝑴𝒙𝒙𝒙𝒙∈𝑵𝑵	&	𝒙𝒙Q𝑴𝑴  

The trend line of both charts appears to be increasing with a similar slop, this shows 
that classification accuracy is directly proportional to the Partnership-Gain Measure. 
The features set Sm of the maximum Partnership-Gain Measure (Max (PGxy)) of this 
data set is considered as the selected set of features. The classification accuracy per-
centage of the data set that is composed of this selected subset of features Sm is 67.69%. 
When applying a classical feature selection technique like the Chi-Merge ranking 
method followed by forward selection, the data set of the selected subset of features by 
this technique shows as accuracy of 66.53%. This shows that the proposed method has 
higher classification accuracy percentage rather classical methods. 
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Accuracy vs combinations PGS vs combinations 

Fig. 3. Accuracy and PGS vs combinations 

The second experiment is applied on another benchmark dataset of heart data sound 
for illness detection. This data set is extracted from the UCI database and contains 270 
instances and 13 features of two categories equally distributed. The same procedure of 
the first experiment is applied except that the tested combinations are of 3 features only 
out of the 13 features. The sorted list of the classification accuracy percentages and the 
Partnership- Gain Measures of the C (13, 3) combinations are plotted in the charts 4. 
Again the trend line of both charts proves that the classification accuracy is directly 
proportional to the Partnership-Gain Measure. On the other hand, the adjusted Partner-
ship-Gain Measure PGS presented in equation 5 is utilized in this experiment.  The 
scattering of the observed PGS values in the second chart in figure 4 is less than that of 
the observed PGS values in the second chart in figure 3 in the first experiment. This 
concludes the better accuracy of PGS rather than PGS. The classification accuracy per-
centage of the data set that is composed of this selected subset of features Sm is 85.18%. 
The same result is achieved using Chi-Merge-Forward feature selection technique. 

  
Accuracy vs combinations PGS vs combinations 

Fig. 4. Accuracy and 𝑃𝑃𝑃𝑃X((((( vs combinations 

6.2 Feature selection comparison to other techniques 

Finally, for further proof of the competency of proposed algorithm 1, the same com-
parison is applied on six dataset of various number of records and number of features. 
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The used datasets are Parkinsons, Hepatitis, Bupa, Ionosphere, Carcinogenicity and 
Mutagenicity,  the number of features of each data set is 22, 19, 6, 34, 67 and 68 re-
spectively, and the number of records  of each data set is 96, 66, 288, 250, 292 and 4337 
respectively.  All of these data sets are categorized on to two class with equal number 
of records to grantee the fairness and accuracy in the extraction of rules. The source of 
the Parkinsons, Hepatitis, Bupa is the (UCI database 2007) from University of Califor-
nia in Irvine. And the sources of the Carcinogenicity and Mutagenicity datasets are the 
Benigni/Vari Carcinogenicity and the Bursi Mutagenicity benchmark databases in the 
cheminformatics website. The applied feature ranking techniques are ReliefF, 
ChiMerge, InfoGain and SVM techniques besides the proposed Partnership-Gain 
Measure. Then a forward feature selection techniques is applied based on the naive 
Bayesian tree classifier as an evaluation method. The feature selection and the used 
classifier are implemented in the Weka software from University of Waikato. The re-
sults of this experiment appears in table 2 shows that the proposed ranking measure 
leads to a better results, either by increasing the classification accuracy or lowering the 
number of selected features, or both. 

Table 1.  Comparison analysis applied to different datasets. 

Dataset Used Technique Classification accu-
racy % 

Number of  
selected features 

Parkinsons Part-Gain 
ReliefF  
ChiMerge  
InfoGain  
SVM 

95.83 
94.79 
93.75 
92.70 
92.70 

3 
8 
2 
3 

11 
Hebatitis Part-Gain 

ReliefF  
ChiMerge  
InfoGain  
SVM 

68.18 
68.18 
65.15 
65.15 
66.66 

3 
1 
1 
1 
2 

Buba Part-Gain 
ReliefF  
ChiMerge  
InfoGain  
SVM 

68.18 
68.18 
65.15 
65.15 
66.66 

3 
1 
1 
1 
2 

Ionosphere Part-Gain 
ReliefF  
ChiMerge  
InfoGain  
SVM 

91.6 
91.2 
89.2 
89.2 
90.0 

7 
7 
2 
3 

13 
Carcinogencit Part-Gain 

ReliefF  
ChiMerge  
InfoGain  
SVM 

52.69 
52.69 
51.53 
51.53 
51.53 

9 
16 
3 
4 

15 
Mutagenicity Part-Gain 

ReliefF  
ChiMerge  
InfoGain  
SVM 

69.61 
66.15 
66.53 
66.53 
66.15 

8 
11 
4 

17 
8 

16 http://www.i-joe.org
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7 Conclusion 

This work proposes a new technique in the class of multivariate wrapper feature 
selection techniques. The proposed method is based a new measure: Partnership-Gain 
that calculates the degree of interdependency between features’ subsets in addition to 
the correlation of individual features to each other and to the target feature. We argue 
that the partnership of features could in itself be constructive, destructive or neutral in 
terms of classification accuracy. The usefulness of this measure was proved practically 
on the classification task of various datasets. Results show direct proportionality be-
tween the classification accuracy and Partnership-Gain values of features’ subsets of 
the datasets examined. In addition, results from various datasets show either an im-
provement or no change in the classification accuracy using the proposed technique. 
Examining the cases where no improvement in the accuracy was achieved re- veal that 
the features selected for inclusion in the feature subset were either not correlated or 
were all constructively correlated, hence the new technique produced the same feature 
set as the other techniques. 
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